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Abstract: 

Composite materials are made from two or more constituent materials with significantly different physical or chemical 

properties which remain separate and distinct on a macroscopic level within the finished structure. In the present work a silica-

styrene-butadiene rubber hybrid composite material is developed with 1 and 2 wt% of nano sized silica particle and 0.25 to 1.5 

wt% of styrene-butadiene rubber mixed in resin. Nonlinear relation between mechanical properties and filler material have been 

obtained. An artificial neural network (ANN) model with one hidden layer and two neurons seems to be approximate for the 

prediction of mechanical characteristic from the various weight percentage of filler material. Neural networks trained with the 

back-propagation algorithm are applied to predict the future values of tensile data with different percentage of constitute material. 

The influencing indicators of constituent percentage of composite material and strain rate are taken into consideration. The 

design and implementation of a neural network forecasting system is described that has been developed to estimate mechanical 

properties with different combination of constituent of developed composite material. The performance of the networks is 

evaluated by comparing them to the experimental data. The comparison shows that neural networks perform the conventional 

techniques with regard to the prediction quality. 

 

1. Introduction 

Composites are made up of individual material referred 

to as constituent material. There are two categories of 

constituent materials: matrix and reinforcement. At least one 

portion of each type is required. The matrix material 

surrounds and supports the reinforcement materials by 

maintaining their relative positions. Inorganic particulate 

filled epoxy matrix composites have been extensively studied 

during the last two decades due to their increasing 

applications in coatings, electronic packaging and dental 

restoratives [1 & 2]. The particles in these composites are 

generally of micrometer size. Use of nano particles as fillers 

in epoxy matrix composites is now a day’s attracting a great 

deal of attention from material scientists, technologists and 

industrialists [3 & 4]. 

Experimental obtain mechanical properties of composite 

with varying constituent are have a limitation because it is 

very difficult to obtain variation of mechanical properties in 

between the short range of  constituent material. An Artificial 

Neural Network (ANN) is a statistical method which have 

single statistical model to solve various problems. This 

method is very useful for non-linear dependencies variables. 

A suitable ANN architecture has been optimized by 

evaluating the changes in root mean square error (RMSE) of 

network output with the number of neurons in the hidden 

layer. A back propagation refers to the process by which 

derivatives of network error, with respect to network weights 

and biases can be computed, has been used in artificial 

neural network model. 

Mathematical model can be used as vary successful statistical 

tools for research. Model designed for research are typical 

more complex, and require both a deep understanding of 

process nature and a lot of hardly available data [5]. 

In this paper fitting and prediction of measured data is 

performed using an artificial intelligence method. For this 

purpose, two-layer neural networks are used. 

In the first part of the paper, mechanical properties of 

developed hybrid composite material containing different 

percentage of nano sized silica particle and Styrene-

butadiene rubber in an epoxy resin matrix is presented. In 

the second part of the paper, model are designed and 

implemented of a neural network forecasting system is 

described that has been developed to estimate mechanical 

properties with different combination of constituent of 

developed composite material. 

2. Material and Method 

Epoxy resin (CY-230) and Hardener (HY-951) is used as 

a matrix material. Nano sized silica powder (<142 nm) and 

synthetic rubber procured from M/s DEGUSSA INDIA Pvt. 

Limited, New Delhi have been used as a filler material. The 

solution obtained by mixing silica and acrylic rubber in resin 

is kept in the furnace at a temperature of 90 ± 10 °C for two 

hours as per the recommendation of [6]. After two hours the 

whole solution is taken out and allowed to cool to a 

temperature of 45°C. When a temperature of 45°C has been 

attained the hardener HY-951 is mixed with 8 wt% (weight 

percentage) immediately.  Due to addition of hardener high 

viscous solution has been obtained which is again mixed 
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mechanically by high speed mechanical stirrer. The viscous 

solution so obtained is poured in to different moulds for 

sample preparation for tensile testing. 

In the present investigation all the tensile tests are conducted 

as per ISO test procedure. The tests are conducted on 100 

kN servo hydraulic UTM machine (model 2008, ADMET 

make.) different strain rates under displacement mode of 

control. The different displacement rates are taken as 0.01 

mm/min, 0.1 mm/min, 1 mm/min 10 mm/min and 100 

mm/min. All tests are conducted at room temperature.  

Artificial neural network (ANN) is an intelligent tool with 

parallel computational capability. With the recent advances 

in the technology of Artificial Neural Networks (ANN) [7], It 

is now possible to develop vary successful nonlinear ANN 

models to examine very difficult process and relationship. It 

can perform nonlinear mapping in short duration. Once 

neural network is trained, it provides acceptable 

recommendations in a short time. Artificial Neural Network 

is a system that need to be designed at different levels i.e., 

node, network and training. The developer must go through 

a period of trial and error in the design decisions before 

coming up with the satisfactory design. 

The error back-propagation process [8] consists of two 

passes, a forward pass and a backward pass. In the forward 

pass, an activity pattern is applied to the input nodes of the 

network and outputs are produced as the actual response of 

the network. During the forward pass, the synaptic weights of 

the network are fixed. During the backward pass the synaptic 

weights are adjusted in accordance with the error-correction 

rule. Adjustment of synaptic weights moves the actual 

outputs to the desired outputs. The model of each neuron in 

this network includes a differentiable non-linearity; a 

commonly used nonlinearity that satisfies the requirement is 

a sigmoidal non-linearity defined by the logistic function.  

)exp(1

1

j

j
v

y




 (1) 

Where vj is the induced local field of neuron j and yj is the 

output of the neuron. 

In this method, the output yj, of the neurons is compared 

with the target or desired output dj. Consequently an error 

signal  

ej is produced, where ej=dj-yj. This error signal is propagated 

in the backward direction to adjust the synaptic weights of 

the network. The corrective action is performed in such a 

way that the network output approaches the desired one in a 

step-by-step manner by minimizing the sum-square-error cost 

function defined as 
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3. Result and Discussion 

In the present investigation single hidden layered neural 

network is used in the prediction of mechanical properties of 

the hybrid composite material. The ANN structure used in 

the present investigation is shown in Fig 1. Back propagation 

algorithm is used in training. The training of ANN by back 

propagation involved three stages: the feed forward of the 

input training pattern, the calculation and back propagation 

of the associated errors and the adjustment of the weights. 

Fig. 1 illustrated the ANN structure with three input layer, 

one hidden layer and two output layer. Each layer has 

different number of neurons. In the present case, three, one 

and two neurons are taken for input, hidden and output 

layers, respectively. The functional relationship between 

input and output variables can be established in the hidden 

layer may cause, over fitting. Because of over fitting, neuron 

yields large error for the new data even if the error is very 

small for training data. Also the larger the network, the 

complexity is more. Trial error method is used in the 

present case. 

 

 
 

 

 

 

 

 

 

 

Fig. 2 shows the variation of RMSE with selected neurons at 

10,000 iterations. From the Fig. 2, it can be seen that 

minimum error occurs comparatively to two neurons at the 

hidden layer. Number of iteration also plays an important 

role for over fitting. Early stopping or over training may 

cause higher error and over fitting. Early stopping or over 

training may also cause higher error and over fitting. 

Fig. 3 shows the variation of root mean square error (RMSE) 

with number of iterations with one hidden layer and two 
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Figure 1. ANN model for tensile strength 

Figure 2. Variation of RMSE value with number of 

neurons in a hidden layer at 0.1 learning rate 
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neurons in hidden layer. Fig. 3, it can be seen that there is no 

further reduction in RMSE beyond 10,000 iterations. Hence 

in the present case the ANN structure is trained with 10,000 

iterations.  

The quality of the prediction also depends on the learning 

rate parameter, as it influences the RMSE. Higher learning 

rate parameter indicates an ANN with better output 

approximation capabilities. In this case also a random 

technique is applied in the selection of the learning 

parameter. 

The variation of RMSE with learning rate coefficient 

corresponding to 10000 iterations, one hidden layer and two 

neurons in hidden layer is shown in Fig. 4. Fig. 4 shows that 

with learning rate equal to 0.1, high predicatively quality can 

be achieved with RMSE less 0.0130. As per Universal 

function approximate theorem, if the less no of neuron is 

required in the hidden layer for better approximation than 

only one hidden layer can be used.  

 
 

 

Figure 3. Dependence of RMSE value on Numbers of 

Iterations at two numbers of neurons in a hidden layer and 

0.1 learning rate 

 

 
 

Figure 4. Variation of RMSE value with learning rate at two 

numbers of neurons in a hidden layer 

 

 

 

From the above observations, following ANN configuration 

is selected to predict the properties of the hybrid composite 

material. 

  outenin NNN  1  

Where Nin and Nout are the element numbers of the inputs 

and output parameters, respectively and e is the number of 

neurons in hidden layer. Hence, the optimum ANN 

architecture is represented as   223 1  , which means a 

hidden layer ANN with three input variables and two output 

variables with a hidden layer containing 2 neurons. The 

three inputs parameters are rubber (wt %), silica (wt %) and 

strain rate (mm/min) and two out puts are ultimate tensile 

strength (σu) and modulus of elasticity (E). 

Fig. 5-8 shows the training and testing output of the selected 

ANN structure. Figures indicate that most of the outputs are 

very close to the experimental data. However, to conclude 

the effectiveness of the present ANN structure in predicting 

the ultimate tensile strength and modulus of elasticity, the 

percentage error between experimental and predicted data is 

shown in table 1. Table shows that % difference varies from 

1.97 to 18.17% for ultimate strength and 9.67 to 18.69% for 

modulus of elasticity, which are at higher side. 

 
 

Figure 5. Comparison between Calculated and Target 

Ultimate Strength for testing data 

 

 
 

Figure 6. Comparison between Calculated and Target 

Modulus of Elasticity for testing data 
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Figure 7. Comparison between Calculated and Target 

Ultimate Strength for training data 

 

 
 

Figure 8.Comparison between Calculated and Target 

Modulus of Elasticity for training data 

 

Composition at different strain rate Experimental Predicted by ANN % error in 

ultimate 

strength 

% error in 

modulus of 

elasticity 

Rubber 

(wt%) 

Silica 

(wt%) 

Strain rate 

(mm/min) 
𝜎𝑢  

(MPa) 
E  
(MPa) 

𝜎𝑢  

(MPa) 
E  
(MPa) 

0.25 1.00 0.01 28.16 274.08 26.77 238.39 4.92 13.02 

1.00 1.00 0.10 15.33 295.36 12.55 240.15 18.17 18.69 

0.50 1.00 1.00 26.40 401.00 30.48 450.65 15.45 12.38 

0.25 1.00 10.00 40.79 612.34 38.09 506.30 6.61 17.32 

1.50 2.00 0.01 6.60 103.48 7.61 88.21 15.28 14.75 

1.00 2.00 0.10 11.98 300.21 12.22 258.56 1.97 13.87 

0.50 2.00 1.00 21.70 446.05 23.68 403.02 9.14 9.65 

0.25 2.00 10.00 41.30 552.12 36.25 492.46 12.23 10.80 

 

Table 1. Percentage error between experimental and predicted values obtained by ANN 

 

 

 

4. Conclusion 

ANN requires large number of training data, as it plays a 

key role in determining ANN predictive quality. As in the 

present study a very small set of training data is used, the 

resulted error is at higher side. Hence, a perfect ANN 

prediction can be achieved by considering enough neurons 

in the hidden layers. However, too many neurons sufficient 

measuring data are available. Generation of such large 

number of experimental data is often very costly. Although, 

good nonlinear relation between modulus of elasticity and 

filler material have been obtained. 
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Abstract: 

Titanium dioxide films of 5 µm thickness have been deposited on soda-lime glass substrates by dip-coating from a suspension 

of titanium dioxide powder prepared using a sol-gel route. After a heat-treatment, the obtained films have been irradiated using 

ArF excimer laser. The effect of the laser fluence, ranging between 115 mJ/cm
2

 and 495 mJ/cm
2

; on the crystallization of the 

deposited films has been studied. The irradiated areas were characterized using micro-Raman spectroscopy. While the as-

deposited films were amorphous, irradiated areas display anatase or rutile crystalline structures, depending on the laser fluence. 

The corresponding local temperature range was evaluated to 700-800°C. Moreover, the apparent darkening of the layer when 

increasing the laser fluence was attributed to a re-arrangement of particles under laser-annealing. 

Keywords: Sol-Gel, TiO2 films, Laser irradiation, Crystallization, Raman spectroscopy. 

 

1. Introduction 

Titanium dioxide (TiO2) thin films are widely used in 

various applications such as optical coatings, photovoltaic 

solar cells, gas sensors, electrochromism, self-cleaning 

surfaces and catalysis. TiO2 is also used as a white pigment or 

as a corrosion-protective coating in ceramics and 

electrochromic devices [1-5]. Among the three crystallized 

structures of TiO2, which are anatase, rutile and brookite, the 

anatase phase is the most preferred one, due to its excellent 

photoactivity. However, it is thermodynamically less stable 

than the rutile phase [6]. 

During the last years, UV-based methods have been 

exploited to prepare nc-TiO2 porous photoanodes for dye-

sensitized solar cells. For instance, it can be prepared 

through the UV-decomposition titania precursor [7]. A high-

power irradiation may also be applied to a colloidal titania 

suspension deposited on plastic substrates for the low-

temperature sintering and the elimination of organic 

additives [8]. A special interest has also been devoted to the 

crystallization and to the phase transformation of TiO2 films 

under different kinds of laser excitation [9-14].  In a recent 

work, Tebby et al. have successfully obtained nanoporous 

and nanocrystalline anatase layers on various kinds of 

substrates through a low-temperature processing of TiO2 

films by UV irradiation for electrochromism applications 

[15]. 

On the other hand, for some kinds of applications like 

photovoltaic cells coatings or gas sensors, it is required to 

obtain TiO2 layers of micron-like thickness. Although this 

objective is difficult to attain by a conventional sol-gel 

technique [16], thicker layers have been obtained using a 

technique of titania powder re-dispersion [17]. 

In this paper, we report on the crystallization of sol-gel 

derived TiO2 films induced by ArF excimer laser. Up to 5 

µm-thick films could be achieved by using a suspension of 

sol-gel powder. The crystal phase was studied using micro-

Raman spectroscopy. In parallel to these irradiation 

experiments, TiO2 powder samples were thermally annealed 

in order to compare the effect of laser irradiation to that of 

heat-treatment on the crystallinity of the material. 

2. Experimental  

2.1 Film deposition 

All chemical products have been purchased from Aldrich 

and used as-received. A TiO2 sol was prepared using 

titanium isopropoxide (Ti(O
i

Pr)4), isopropanol (
i

PrOH), and 

acetic acid (AcOH) with a molar ratio AcOH/Ti=6. The 

obtained mixture was diluted with methanol. The solution 

was slowly evaporated at room temperature to yield a 

powder. Then, the residual solvents (isopropanol, acetic acid 

and methanol) were eliminated by heating the product at 

120°C for 48h. In order to constitute the deposition solution, 

3g of the resulting powder was first crushed and then 

dispersed into 30ml of deionized water containing 125 mg of 

polyethylene glycol (PEG – MW 35000) used as a dispersal 

agent. The resulting suspension was kept under stirring for 

many hours before being used to prepare TiO2 films. 

Soda-lime glass substrates were generally used, except for the 

sample devoted to thickness measurement by Scanning 

Electronic Microscopy (SEM). In this latter case, the film 

was deposited on a cleaved Si wafer. The sol-gel films were 
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deposited by the dip-coating method using a withdrawal rate 

of 1 mm/s. Ten consecutive layers were deposited and each 

layer was dried at 150 °C for 10 min. 

2.2 Laser irradiation 

After deposition and annealing, the films were irradiated 

in air for various laser operating conditions using a Lambda 

Physik ArF excimer laser with a wavelength of 193 nm. The 

laser fluence per pulse was fixed to a value between 115 

mJ/cm
2

 and 495 mJ/cm
2

, while the number of pulses on the 

sample was varied from 100 to 800 at a fixed repetition rate 

of 10 Hz. In this way, the total deposited energy density 

could be tuned between 11.5 and 396 J/cm
2

. 

2.3 Characterization 

The Raman spectra were obtained in a confocal 

configuration using a triple-grating spectrometer (Jobin-Yvon 

T64000) and the 514.5 nm line of an Ar+ laser as the 

excitation source with a power of 0.2 W. The absence of any 

phase change under the continuous laser irradiation has 

been carefully checked prior to the data acquisitions. All 

Raman spectra were recorded at room temperature in the 

wavenumber range of 50-700 cm
-1

. Scanning Electron 

Microscopy (SEM) images were obtained using a Hitachi 

TM1000 table-top equipment. 

3. Results and Discussion 

In order to have an idea of the phase transition 

temperatures in the TiO2 products, a dried sol-gel powder 

was first heat-treated at different temperatures comprised 

between 350 and 1000°C for 1 hour. In the corresponding 

Raman spectra of  Fig. 1, the most intense Eg vibration band 

of the anatase phase at 145 cm
-1

 starts to be detected for heat-

treatment at 350°C (Fig. 1.a), while the rutile phase begins to 

be observed at 700°C. Considering that the Raman scattering 

cross-section is constant for the anatase phase and that the 

spectra acquisitions have been performed in almost the same 

conditions, the increasing intensity of each peak in Fig. 1.a 

may be attributed to the increasing crystallinity of the 

powder, due to the heat-treatment. Moreover, Fig. 1.b shows 

the complete and rapid polymorph conversion from anatase 

to rutile for heat-treatment temperatures between 700 and 

800°C. 

 

 

 
Figure 1. Raman spectra of a TiO2 powder as a function of 

annealing temperature (a) 350-700*C, (b) 800-1000°C 

 

 
Figure 2. SEM image of the edge of the deposited film 

on a Si substrate 

 
Figure 3. Raman spectra of TiO2 film dried at 150 °C 

 

Fig. 2 shows a SEM image of the edge of a film deposited on 

Si substrate and heat-treated at 150°C. The thickness of the 

film is about 5 μm, which confirms that our preparation 

route is suitable to obtain a high thickness of the titania film 

through a sol-gel process. 

The TiO2 film dried at 150°C has an amorphous structure, 

as revealed in its Raman spectrum (Fig. 3). When such a film 

is irradiated by the excimer laser beam with average laser 

fluence per pulse of 115 mJ/cm
2

, it remains amorphous, 

even after a number of pulses as high as 600.  

On the contrary, when the pulse fluence is 170 mJ/cm
2

, the 

bands assigned to the six Raman-active fundamental 

vibrations of the anatase phase could be recorded (Fig. 4.A). 

Furthermore, as the pulse fluence increases to 495 mJ/cm
2

, 

weaker Raman bands appear (Fig. 4.B), which can be 
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assigned to the rutile structure of TiO2. The observed Raman 

frequencies are listed in Table 1 and compared with 

previous assignments [12, 16]. This result clearly indicates 

that the deposited energy is sufficient to generate a local 

temperature higher than 600°C, making it possible to 

stabilize the rutile phase. 

 

 

 

 

 

 

 

Table 1. Observed Raman shifts (cm
-1

) of TiO2 thin films and their assignment 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. Raman spectra of laser-irradiated TiO2 films for a 

pulse fluence of (A) 170 mJ/cm
2

, (B) 495 mJ/cm
2

 with (a) 100 

pulses, (b) 400 pulses, (c) 600 pulses, (d) 800 pulses. 
 

 

 

 

 

Applying a phonon confinement model to the main Eg 

Raman band of the anatase nanocrystals, it is possible to 

estimate the crystallite size from the full width at half 

maximum or from the shift of this peak in comparison to the 

bulk titania [18]. In the heat-treated powders, the crystal size 

was found to be (5.5 ± 1.5) nm at a temperature of 350°C, 

(7.5 ± 1) nm at temperatures ranging between 400°C and 

600°C, and (12.5 ± 0.5) nm at a temperature of 700°C. For 

the laser-irradiated samples, the crystal size was found to be 

around (12 ± 1) nm for pulse fluence ranging between 115 

mJ/cm
2

 and 210 mJ/cm
2

. These energy densities are then 

supposed to yield a local temperature of about 700°C. No 

significant change in the crystallite size was observed as long 

as the crystalline structure remains anatase-like. In the rutile 

phase, Mazza et al. [19] showed that the Eg peak around 442 

cm
-1

 was also submitted to a strong phonon confinement and 

that the crystal size could be estimated from the peak 

position or width. Using their correlation curve, the particles 

mean diameter was found to be around (5± 1) nm in our 

film irradiated with a pulse fluence of 495 mJ/cm
2

. For 

comparison, the heat-treated powder exhibit particles with a 

mean diameter around (4± 0.5) nm at 700°C - 800°C, and 

around (10 ± 1) nm at 900°C - 1000°C. Hence, it is likely to 

deduce a local temperature comprised between 700 and 

800°C in the laser-treated area, whatever the used fluence. 

Such a high temperature is believed to completely eliminate 

the PEG molecules during the laser-sintering process, thus 

leaving an increased porosity, which would favor the 

percolation of electrolytes in solar cells electrodes 

applications [8]. 

It is worthy to note that the different particles diameters 

obtained in the two crystal structures produced under similar 

conditions (i.e. ~ 4 nm for rutile particles and ~ 12 nm for 

anatase nanocrystals at 700°C) are due to different growth 
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regimes, the rutile phase being less stable than anatase phase 

at an intermediate temperature. Furthermore, such a 

difference also proves that, in the irradiated films, the rutile 

nanocrystals are note evoluted anatase nanocrystals, but are 

formed from the beginning of the irradiation, provided that 

the pulse fluence is sufficiently high. 

Another effect of the UV irradiation has been observed 

when increasing either the pulse fluence or the number of 

pulses: the apparent color of the irradiated area becomes 

dark (Fig. 5). This darkening effect has already been 

reported about PVD-sputtered titania films irradiated using 

KrF lasers [20]. This effect may be explained by the trapping 

of light in the surface defects formed during the anatase-to-

rutile phase transformation. The coloration phenomenon 

might also be caused by a partial reduction of titania into 

TiOx and Ti species under laser irradiation [21]. However, 

in the case of a titanium sub-oxide, the corresponding 

transmission spectra of (Fig. 6) should have consisted of a 

strong and large band peaking around 1000 nm [22]. 

 

 

 

 

Figure 5. Optical microscopy images of the irradiated area 

for  (a) a laser fluence of 210 mJ/cm
2

, 600 pulses, (b) laser 

fluence of 495 mJ/cm
2

, 800 pulses. 

 

 
Figure 6. Absorption spectra of (a) the substrate, (b) the as-

dried TiO2 film and (c) the TiO2 film irradiated at a laser 

fluence of 170 mJ/cm
2

. 

 

      

 
 

Figure 7. SEM images showing the surface morphology of (a) 

a non-irradiated area and (b) an area irradiated at a laser 

fluence of 170 mJ/cm
2

. 

 

Prior to any irradiation, the as-dried film is rather 

transparent, but as the pulse fluence increases to 170 mJ/cm
2

, 

the transmittance of an irradiated area decreases, remaining 

almost flat. Since the whole transmission spectrum 

decreases, regardless of the wavelength, this phenomenon is 

probably caused by a scattering or a trapping effect, rather 

than due to a real absorption. In order to have a better idea 

of the film evolution under UV-irradiation, the surface 

morphology was investigated using SEM. As shown in (Fig. 

7a), the non-irradiated area consists of a smooth matrix 

including small particles (diameter less than 1 micron) that 

can be reasonably designated as the TiO2 powder particles. 

On the contrary, the irradiated area presents a rough surface 

with ring-shaped structures of dimension greater than 1 

micron (Fig. 7b). Indeed, the surface heating is sufficient to 

induce motion of particles in the layer and to re-arrange 
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them due to surface tension forces. The difference in size 

and shape of the corresponding light-scattering entities, 

which have also been observed in PVD films [20], is likely at 

the origin of the darkening effect. Note that, whatever the 

physical mechanism occurring in these irradiated films, 

adjustable optical neutral filters could be manufactured by 

controlling laser-induced darkening of TiO2 films so-

deposited on glass [21].  

4. Conclusion 

Crystallization of titanium dioxide films has been 

performed using ArF excimer laser irradiation and studied as 

a function of the laser fluence. Anatase phase was achieved 

at a moderate pulse fluence of 170 mJ/cm
2

, while for pulse 

fluence of 495 mJ/cm
2

, the rutile phase was dominant. The 

crystal size could be derived from the Raman spectra, 

showing a strong particle size reduction between anatase and 

rutile structures. This method allows the choice of the 

selected area of TiO2 crystallization and the desired crystal 

phase can be obtained from the adequate choice of laser 

parameters. Moreover, because it was performed at room 

temperature, it can be extended to flexible substrates, as 

organic polymer materials. Furthermore, the apparent 

darkening of the irradiated TiO2 was observed, depending 

on the laser pulse fluence and on the number of pulses. This 

dependence, which has been explained as a scattering or 

trapping effect, might be useful for the design of localized 

adjustable neutral filters. 
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Abstract: 

In this paper, the electrodeposition kinetics of the Mn-Bi system in a mixed sulfate nitrate bath is reported. The plating 

bath is characterized by the presence of some additives like the boric acid and the ammonium sulfate.  

In this work, cyclic voltammetry is used to characterize reduction and dissolution potential of each element. The 

morphological and the chemical composition of the deposit were determined by scanning electron microscopy (SEM) and 

energy dispersive spectroscopy (EDS). 

The deposit has a heterogeneous appearance with different grain size, the energy dispersive spectroscopy (EDS) analysis 

reveals the presence of manganese and bismuth peaks with almost the same intensities.  

Keywords: Mn-Bi, Electrodeposition, Cyclic voltammety, SEM, EDS. 

 

1. Introduction 

The development of new magnetic thin films based on 

transition metals CoPt, FePt [1] and MnBi [2, 3, 4], has 

attracted considerable attention because of their application 

in the recording media. Therefore, several works related to 

the MnBi alloy are reported in the literature; this system is 

known as a hard magnetic material with a strong magnetic 

anisotropy along the c axis in its hexagonal phase at low 

temperature. Many workers have investigated the elaboration 

of the MnBi system using the physical methods, such as 

molecular beam epitaxial (MBE) [5, 6] and vacuum 

evaporation [7, 8].     

Several baths was reported in the literature to 

electrodeposition of Mn and Bi separately: sulfate bath [9], 

chloride bath [10] and nitrate bath [11] with and without 

additive. But , in our knowledge, there is just one paper 

related to the electrodeposition of the two element Mn and 

Bi simultaneously in a chloride bath containing ammonium 

chloride as an additive[12]. 

 

The problem encountered is first of all to find a suitable 

electrolytic bath for electrodepositing simultaneously the two 

elements which are characterized by their difference of 

solubility.  

The other problem is related to the very low equilibrium 

potential value of the Mn
2+

/Mn couple in aqueous solution 

(EMn

2*

/Mn= -1.18V/SHE) compared to that of Bi
3+

/Bi (E Bi

3+

/Bi= 0.3 

V/SHE). In fact reduction of Mn
2+

 to Mn is always 

accompanied by hydrogen evolution which induces a very 

low current efficiencies and makes the electrodeposition of 

Mn alloys in aqueous solution very complicated as it is not 

easy to control the electrodeposition process [13].The 

manganese deposit is also easily oxidized [14]. 

In this work, we propose to study the electrodeposition 

kinetic of the Mn-Bi system from a mixed sulfate-nitrate bath 

and the role of the ammonium sulfate as an additive in the 

electroplating bath. 

2. Experimental  

Electrochemical experiments were realized in a classical 

three-electrode glass cell. The working electrode was a 

vitreous carbon rotating disk electrode (RDE) with an area of 

0.2 cm
2

. The counter electrode was a platinum wire 

immersed in a separate compartment containing solution 

without electroactive metallic cations. Saturated calomel 

electrode (SCE), mounted in a separate compartment 

containing solution without electroactive metallic cations was 

used as reference electrode.  

All electrochemical experiments were carried out with an 

EG &G 273A potentiostat/galvanostat controlled with Power-

suite software. The electrolytic baths were composed of 0.4 

M MnSO4 1H2O, 10
-3 

M Bi (NO3)3 5H2O, 0.5 M H3BO3 and 

1 M (NH4)2SO4. 

The pH was adjusted to 2 by addition of H2SO4. Before the 

experiments, solutions were deaerated with nitrogen for 15 

min. Deposition was realized at room temperature.    

3. Results and discussions 

3.1 Electrochemical characterization  

3.1.1 Cyclic voltammetry of Manganese electrodeposition  

Cyclic voltammetry was used to determine the potential 

region for the deposition and dissolution of bismuth, 

manganese and manganese-bismuth system. Fig1 (a and b) 

shows the cyclic voltammogram of Mn deposition and 

dissolution in a solution containing 0.4 M MnSO4, 0.5 M 
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H3BO3,0 M and 1 M (NH4)2SO4 respectively on vitreous 

carbon electrode at different cathodic limit potential.  

For the solution without ammonium sulfate, when the 

potential sweep in the cathodic direction, starting from the 

rest potential, no significant current density  

was observed until a potential of -1.65V.vs.SCE where the 

courant density increase rapidly, this is attributed to the 

proton discharge reaction and may be to the manganese 

reduction. In the reverse scan no dissolution peak, which 

could be related to Mn dissolution, is observed. In the case 

of the solution containing 1M of ammonium sulfate, a 

significant increase in the current density, with values clearly 

higher than in the fig1(a), is also observed at -1.65V.vs.SCE, 

this is attributed  to the both hydrogen evolution and 

manganese reduction with a better current efficiency.  

In the reverse scan, a dissolution peak related to the 

manganese deposit is observed at -1.4 V.vs.SCE. Its intensity 

increases with increasing the cathodic limit potential. At 

more cathodic limit potential fluctuations are observed on 

the voltammograms, these are related to hydrogen evolution. 

The presence of the ammonium sulfate additive in the Mn 

plating bath plays an important role in the improvement of 

the bath efficiency, indeed in the bath without ammonium 

sulfate, the hydrogen  reduction is so important that it could 

prevent manganese deposition, this why no dissolution peak 

is observed in this bath. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.1.2 Cyclic voltammetry of Bismuth electrodeposition  

Fig 2 (a, b) shows the cyclic voltammogram of Bi 

reduction and dissolution on vitreous carbon electrode at 

different cathodic limit potential in a nitrate bath containing 

10
-3

 M Bi(NO3)3, 0.5 M H3BO3,1M (NH4)2SO4.   

Starting from the rest potential (E= 0.21V.vs.SCE) and 

sweeping towards the cathodic potential, a plateau of a week 

current is observed from -0.06V.vs.SCE , it is attributed to 

the discharge of the first germs of bismuth on the vitreous 

carbon electrode. 

Another reduction wave is clearly observed at -0.15 

V.vs.SCE, as we can see on the fig 2(a), the corresponding 

current density is constant up to -0.3V.vs. SCE, it is the 

limiting current region where Bi (III) reduction is under 

mass transport control. Then the current density increase 

rapidly at -0.6 V.vs.SCE which corresponds to both bismuth 

reduction and proton discharge reaction.  

In the reverse scan, the dissolution peak of Bi is observed at 

0.009 V.vs.SCE. Its intensity increases with the cathodic limit 

potential; this can be explained by the increase of the Bi 

deposits during the cathodic scan fig 2(b). 
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Figure 2. Cyclic voltammetry study of Bi deposition (a) 

E=-0.8V.vs.SCE, (b) at different cathodic limit potential 

(a) E=-1V.vs.SCE, (b) E=-0.8V.vs.SCE, (c)  

E=-0.6V.vs.SCE, (d) E=-0.4V.vs.SCE. Vb=20mV.S
-1

, 

 ω =250rpm. 
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Figure 1. Cyclic voltammety study of Mn deposition, (a) 
E=-2V.vs.SCE, (b) E=-1.9V.vs.SCE, (c) E=-1.8V.vs.SCE, 

(d) E=-1.7V.vs.SCE. Vb=20mV.S
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, ω=250rpm. (a) 
without ammonium sulfate, (b) with 1M of ammonium 

sulfate. 
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3.1.3 Cyclic voltammetry of Mn and Bi co-deposition  

To study the electrodeposition kinetics  of  the Mn-Bi 

system in a mixed sulfate-nitrate bath containing both Mn
2+

 

and Bi
3+

 ions, some problems related to the difference of the 

two ions solubility has been encountered. Consequently a 

study of electrochemical kinetics of Mn-Bi as a function of 

the pH is necessary to avoid Mn and Bi precipitation. From 

this study it was found that the pH value of 2 is required to 

avoid this precipitation.   

Fig.3. shows the cyclic voltammogram of Mn-Bi deposition 

and dissolution on vitreous carbon electrode in presence and 

absence of ammonium sulfate. The cathodic limit potential 

was fixed at -1.8 V.vs.SCE and the pH was adjusted to 2.  

In the voltammogram without the ammonium sulfate, 

starting from the rest potential (E=-0.11V.vs.SCE) and 

scanning towards the cathodic potential, a weak current 

plateau corresponding to the discharge of bismuth on the 

vitreous carbon electrode is observed. A significant increase 

in the current density is observed at -1V.vs.SCE, this 

correspond to the hydrogen evolution at this range of 

potential with bismuth reduction. In the reverse scan, only 

one dissolution peak (C) is observed at 0.009 V.vs.SCE it 

corresponds to the bismuth dissolution. No dissolution peak 

corresponding to manganese element is observed.  

In the voltammogram with 1M of ammonium sulfate, the 

behaviour is almost the same except at -1.65 V.vs.SCE where 

a further increase in current density is observed, this is 

attributed to the discharge of both Mn
2+ 

and Bi
3+ 

and hydrogen 

reduction. 

In the reverse scan, a dissolution peak (A) observed at -

1.4V.vs.SCE is attributed to the Mn dissolution. This 

dissolution peak has a negative current density value because 

the cathodic reduction of H
+

 and H2O are still occurring 

there; this phenomenon was also observed by other authors 

[15]. Two other peaks are observed in this voltammogram, 

the first one at -0.5V.vs.SCE (B) can be attributed to 

dissolution of manganese oxides or hydroxide, and the 

second one at 0.01 V.vs.SCE (C) to the dissolution of Bi as 

previously reported in the first votammogram. 

3.2 Morphological characterization  

According the electrochemical study, thin films of Mn-Bi 

system have been electrodeposited on cooper substrate at 

different potential and during a deposition time of 300 s.  

The SEM images of the deposit obtained at two different 

potential is showed in fig.4. 

As we can see, the morphology of the deposit has an 

heterogeneous appearance, with a dispersed grains of 

bismuth (white area) and a more continuous manganese 

deposit (dark area), the appearance is related to the 

difference between the equilibrium potential of the two 

redox couple and to the strong immiscibility of the two 

elements. 

The deposits realized at two different potentials is 

characterized by different grain size, this is attributed to the 

role of hydrogen evolution: the relatively low grain size may 

be induced by the comparatively large hydrogen evolution 

rate which is more important at -1.9 V.vs.SCE. 
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Figure 3. Cyclic voltammetry study of Mn-Bi co 

deposition. (a) without ammoniun sulfate , (b) with 1M 

of ammonium sulfate.Vb= 20mV.S
-1
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Figure 4.SEM images of the Mn-Bi 

electrodeposited on cooper substrate, (a) E= -

1.8V.vs.SCE, (b) E= -1.9V.vs.SCE. 
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3.3 Physico-chemical characterization  

The chemical composition of the deposits was estimated 

by energy dispersive spectroscopy (EDS). 

EDS analysis showed that the deposits contain essentially 

manganese and bismuth with almost the same intensities. 

We note also the presence of oxygen in EDS spectrum, 

confirming the presence of Mn oxides, as observed in the 

electrochemical study; the cooper substrate peak was also 

detected indicating that the deposited film is thin.  

The manganese and bismuth peak intensities obtained at E= 

-1.9 V.vs.SCE are lower than the ones obtained at E= -1.8 

V.vs.SCE; this observation can be explained by the hydrogen 

ion reduction which decreases the deposit efficiency (Fig. 5). 

4. Conclusions 

In this study, Mn-Bi thin films were successfully 

electrodeposited on copper substrate from a mixed sulfate-

nitrate bath. 

According to the electrochemical study, the addition of 

ammonium sulfate in the electrolytic bath affects the 

electrodeposition kinetics of Mn, the presence of 

ammonium sulfate seems to be essential to grow manganese 

deposit with good coverage and relatively good efficiency.  

The morphological characterization of the deposit by 

scanning electron microscopy shows a heterogeneous surface 

with a dispersed bismuth grains and a more continuous 

manganese deposit. This appearance is attributed to the 

difference between the equilibrium potential of the two 

redox couple and to the strong immiscibility of the two 

elements. 

The EDS analysis indicate the presence of Mn and Bi peaks 

with almost the same intensities. 

Annealing of the deposit is required to cause interdiffusion 

between the two species and to form a MnBi alloy. 
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Abstract: 

The aim of this study is to analyze thermal effects produced by laser stimulation during skin treatment. The focus of this pa-

per is on experimental results for a new parameter, “active time” as recorded by an infrared camera during Dye Laser skin treat-

ment of Syrian subjects with the varying skin tones representative of this population. 

Index Terms: Skin temperature, Temperature decay, Infrared camera, Pain threshold 

 

1. Introduction 

The thermal study is one of the most important studies 

to determine the selection of laser parameters used in a spe-

cific thermal skin treatment. The thermal study records the 

relation between temperature rise and the intensity of the 

laser beam. The determination of the laser‟s wavelength is 

related to the specified treatment. In addition to the temper-

ature variation study, other parameters should also be de-

termined, such as pulse shape and duration. [1,2,3] 

In our study, we focused on the use of 595 nm Dye Laser 

stimulation. This treatment is used for pigmented and vascu-

lar lesions, both of which are common in Syria. This paper is 

dedicated to the study of thermal temporal effects produced 

by using this laser on 12 different Syrian patients with the 

following conditions: pigmented lesion, port wine stain, spid-

er hemangioma, telangiectasia, burn, and spider (varicose) 

veins. 

Cooperating institutions were the Higher Institute of Laser 

Research and Applications and Hospital of Dermatology at 

Damascus University. We used a Fluke Ti55 thermal cam-

era to capture thermal images and videos; we also used Mat-

lab for analysing the pictures and videos used. 

Several papers report on the thermal effects of laser irradia-

tion on skin: 

In 2006, M. Leandri et.al measured skin temperature of 8 

subjects after Nd:YAP and CO2 laser stimulation. 

In 2010, Chunhui Li et. al studied thermal effects of laser 

ultrasonic on chicken skin using simulation and experiments. 

In 2007, Wim Verkruysse et. al did temperature analysis for 

laser induced skin temperature to predict Individual Maxi-

mum Safe Radiant Exposure. 

2. Theoretical Study 

Before studying the thermal effect on skin, one must un-

derstand that the layers of the skin have different thermal 

parameters and thus have a different light-skin interaction.  

Skin consists of two layers, the outer epidermis and the inner 

dermis. Under the dermis lies the subcutaneous layer.  

This layer, which is not part of the skin itself, is composed of 

proteins and adipose tissue. The epidermis consists of four 

to five layers. The total thickness of these layers is around 

(100 µm), 90% of epidermis is made of keratinocytes. The 

thickness of the dermis is approximately 1 mm. It is supplied 

with blood and nerves. Nearly 75% of dermis is made of two 

proteins, collagen and elastin, which provide the skin its 

strength and elasticity. [1] 

When laser light falls on the skin, it takes several actions, the 

most important of which are absorption and scattering. 

1- Absorption, described by absorption coefficient a , is 

mainly caused by pigments, e.g. melanin, hemoglobin, pro-

tein and water. Light intensity decreases with the depth ac-

cording to the Beer-Lambert law because of absorption. 

When skin absorbs the light, the skin temperature rises via 

energy fluency. 

2- Scattering, described by scattering coefficient S, occurs 

because of the volume, morphology and structure of atoms 

and molecules. Scattering is the main cause of the spread of 

the thermal spot induced by the laser when compared to 

laser‟s cross section. The effect of scattering is outside the 

scope of this paper. [5]  

 
 

Figure 1. (a): Skin has a layered structure of epidermis and 

dermis. Many small structures are embedded in the dermis.  
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Figure 1. (b): Absorption spectra of the skin‟s main absor-

bers: water (blue), melanin (brown) and hemoglobin (red). 

The wavelengths of some important dermatological lasers 

are shown on the top of graph (b). [6] 

3. Experimental work and results 

3.1 Laser system and detectors 

We used a Dye laser (595 nm) at the Hospital of Derma-

tology of Damascus University. The laser is capable of pro-

ducing pulses between 0.5 ms and 40 ms. Flounce mea-

surements were performed using the integrated power-meter 

within the laser system.  

A thermal imager (type Fluke Ti55) is used to obtain thermal 

images. This imager has the following specifications: 

Resolution: 320 x 240 pixels. 

Max frame rate: 60 fps. 

Spectral band: 8 µm to 14 µm. 

Focusing: Single finger manual focus. 

The following values were set for these parameters:  

Grayscale Picture mode. 

Minimum and maximum temperature scale and fixed opti-

mized values depending on each subject‟s case. 

Emissivity at 0.98. 

Frame rate mode: NTSC (29.97). This frame rate is the 

maximum value we can get and record on a PC from this 

camera. 

We took the thermal images sequence in the form of video 

capture. 

3.2 Results and discussion 

We used Matlab 2011a as platform for the analysis of the 

thermal video data. 

The measurements were taken for several native Syrian sub-

jects with different sex, age and skin tones. The laser para-

meters were identical across subjects: fluency was 7.1 J, pulse 

duration was 0.5 ms, and the laser cross section‟s diameter 

was 7 mm. 

We introduced a new value (“active time”) to determine the 

temporal measurement of the thermal effect. This parameter 

(time) was taken by determining the width of temporal tem-

perature curve (stimulated by the laser pulse) at the damage 

threshold temperature. This value is called “active time”. 

Considering that active time is essential when using thermal 

cameras with a slow frame rate compared to laser pulse dura-

tion, one cannot trust the camera to record the exact maxi-

mum temperature on skin. Such a temperatures is reached 

extremely quickly after laser stimulation, therefore any mea-

surement related to this value (like taking relaxation time at 

50% or ~30% of the max temperature rise) is likely to be 

inaccurate. In addition, taking active time means taking the 

portion of time when the temperature damages the skin (i.e 

when it hurts the patient). We considered the damage tem-

perature to be at 41o C based on discussion in [6]. 

The results were taken both with and without air cooling as 

shown in the next tables: 

 

Skin Tone Active time (s) 

2 2.15 

2-3 1.15 

3 0.042 

4 0.04 

 

Table 1. Active time for different subjects with cooling. 

 

Skin Tone Active time (s) 

2 6.5 

2-3 6 

3 5.6 

4 5.2 

 

Table 2. Active time for different subjects without  

cooling. 

 

As the above results show, cooling methods can decrease 

active time from about 3 to 70 times depending on skin tone. 

The influence of cooling time was greater for darker skins. 

For skin tone itself in both cases with and without cooling, 

we notice that active time decreases when skin tone increas-

es. For the same skin tone, active time decreases when cool-

ing is present. 

Our results are consistent with the references (2,3) that dealt 

with relaxation time and its variation with skin tone and cool-

ing, note that we have adopted the active time which is calcu-

lated according to a fixed criteria: the damage threshold 

temperature of human skin, where the limits of this thre-

shold is fixed whatever the maximum energy, unlike the re-

laxation time. Relaxation time and active time vary according 

to the applied energy, but the threshold temperature at 

which the relaxation time is calculated depends on the max-

imum energy, on the other hand the threshold temperature 

at which active time is calculated is fixed. The effect of ener-

gy, skin tone and cooling play the role in the time required 

for this threshold. 
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Figure 2. Skin temperature vs. time after laser stimulation 

for a subject with skin tone 4 and without cooling. 

 

4. Conclusions 

As our results show, a change in skin tone (within the 

range of typical Syrian subjects) leads to vast variation in ac-

tive time calculated at the threshold of 41o C. The presence 

of cooling makes these changes more dramatic. Doctors 

should keep the changes in active time and values in mind 

while treating a subject with a laser or when designing a laser 

system for skin treatment which is optimized for lighter or 

darker skin tones. 
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Abstract 

This paper reports the study of humidity-sensitive and electrical properties plasma polymerization of 

hexamethyldisiloxane (pp-HMDSO) thin film based sensors. The humidity sensitive film was deposited by glow discharge 

at low frequency power (19 KHz) in a capacitively coupled parallel plate plasma reactor. The sensor design comprises the 

intredigited electrodes and the absorbing layer. The sensor was calibrated in terms of impedance as a function of relative 

humidity, using a Frequency Response Analyzer. The signal frequency range was between 10
2

 to 10
7

 Hz with amplitude of 

3V. Structural analysis of the sensitive layer was carried out by Fourier Transform Infrared spectroscopy (FTIR). Electrical 

properties, including capacity-humidity, hysteresis of the elaborated sensor were investigated. Interdigital electrodes and 

sensing layer were modeled using equivalent circuits to resolve the effects of adsorption and ion migration. The HMDSO 

films showed promising characteristics for humidity sensor development. 

Keywords: HMDSO; Humidity sensor; Hysteresis; Impedance analysis. 

 

1. Introduction 

A humidity sensor is a device which can covert the 

ambient moisture variation into an electrical signal 

(resistance or capacitance) variation, so it can be easily 

installed in electronic equipment to detect or control the 

ambient humidity. The humidity sensors based on polymers 

can be classified as resistive-type and capacitive-type [1] 

sensors. They have simple fabrication and small hysteresis. 

The sensing mechanism of these materials is that the 

adsorption of the surrounding water vapor enhances the 

surface ionic conductivity of sensing materials. In this paper, 

we report the humidity sensing properties of pp-HMDSO 

thin film elaborated by low frequency plasma discharge (19 

KHz). 

1. Results  

1.1 Humidity sensing properties 

The plasma polymerized HMDSO thin films deposited on 

two-intredigitated aluminum electrodes were used as sensor 

element and evaluated for humidity detection under an 

applied voltage of 3V and signal frequency of 1 kHz. The 

measured result was achieved by HP 4280A-model LCZ 

meter. Fig. 1 shows the measured impedance responses over 

thin pp-HMDSO film in the range of relative humidity (RH) 

of 10 to 95% at temperature of about 27 °C.  

The impedance of the sensor decreased two orders of 

magnitude when relative humidity decreased from 30% to 

95% on a semi-logarithmic scale. Between 10 and 30 % of 

RH, the deposited films were found to be insensitive to water 

vapor. The pp-HMDSO film sensor did not show a visible 

change of the electrical impedance, the value of this later was 

in order of about 10
6

 . Increasing RH beyond 30% gives 

rise to an abrupt impedance decrease. The value of the 

electrical impedance decrease significantly until reaching the 

value of 10
4

 . At lower RH, the electrical response is 

caused by proton hopping between chemisorbed hydroxyl 

groups. Afterwards, when the amount of physisorbed water 

molecules starts to increase, the hydronyum ion, H3O
+

, is 

most likely the charge carrier. Furthermore, pp-HMDSO
-

based sensor showed small hysteresis (2%), excellent 

sensitivity to humidity and wide scale of impedance (Fig.1), 

which indicated that the reversible absoption/desorption is 

easily achieved in this case [2]. The capacitance of the sensor 

increases with RH increasing, it changes a little at low RH, 

and changes greatly at high RH (Fig.5). The Fig. 2 shows 

different relationship curves between impedance and relative 

humidity for different frequencies. The impedance of the 

sensor depends on frequency at low humidity and it is 

independent at high humidity. The response sensitivity of 

sensor decreases significantly at high frequencies.  
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1.2 Structural properties  

FTIR analysis was carried out in absorption mode to 

study the chemical composition of the deposited thin films. 

The resulting spectrum is shown in Fig.3 which revealed 

several peaks assigned to different chemical groups listed in 

the Table 1. The spectrum of the plasma polymer deposited 

at 8 W with thickness of about 250 nm from pure HMDSO 

reveals strong peaks at around 800, 840 and 1049 cm
-1

 

corresponding respectively to Si-(CH3)2, Si-(CH3)3 and Si-O-Si 

groups. Another peak which is representative of the organic 

groups (Si-CH3) appears at 1261cm
-1

. The sensitivity to 

humidity is highly affected by the presence of the organic 

groups (Si-CH3). In addition, FTIR spectrum shows also a 

peak with low intensity at around 3669 cm-1 attributed to the 

stretching mode of surface silanols (Si-OH), which can 

provides hydrophilic capability for water absorption through 

a hydrogen-bonding force. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1.3 Complex impedance  

Impedance spectroscopy is a powerful technique to 

understand the conduction mechanisms of humidity sensors. 

Therefore, the impedance plot was adopted to elucidate the 

transport process by ions in the conduction mechanism of 

the pp-HMDSO films. Complex impedance plotting 

techniques can help in building the equivalent circuit model 

and then analyzes the mechanism of the humidity sensing 

material. It is known that a semicircle in an impedance 

spectroscopy plot represents a resistor R in parallel with a 

capacitor C. The angular frequency of the peak of the 

semicircle p is such that pRC = 1. The value of the 

resistor and capacitor with the frequency determine whether 

semicircle is closed or not. The impedance measurements 

were carried out in the frequency range of 300 Hz to 800 

kHz at humidities of 10 to 95%RH, an ac voltage of 3V. The 

typical complex impedance spectra (Nyquist plots) of the pp-

HMDSO film at different humidities are shown in Fig. 4. 

The electrode geometry and thickness were constant for all 

measurements; the only variable parameter in our 

measurements was the frequency signal. Zre and Zim are the 

real and imaginary parts of the complex impedance, 

respectively. It was observed that at low humidity levels, the 

Nyquist plot describes an arc with a very large curvature and 

the semicircle is not closed. This radius decreases with 

increasing RH due to the effect of the physisorbed water 

layer on sensor surface [5]. The decrease in the impedance 

is due to the increase in electrical conductivity by H3O
+

 and 

H
+

 ions in the dielectric film. From the Nyquist plot, it can 

be understood that the sensor contains a parallel 

combination of R and C. It is seen that at low frequency, 

Figure.1. Humidity–impedance characteristics of 

pp-HMDSO based sensor. 

 

 

Figure.2. The absorption humidity curves at different 

frequencies. 

 

Figure. 3. Typical FTIR absorption spectrum of pp-

TEOS film. 

 

 

Table 1. 

Absorption peaks range and their assignments 

 

100% HMDSO 

Wavernumner  [cm-1] 

Group [3-4] 

800 Si-(CH3)2 

840 Si-(CH3)3 

1049 Si-O-Si 

1261 Si-CH3 

1410 Si-CH3 

2146 Si-H 

2902 CH2 

2967 CH3 

3669 Si-OH 
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impedance is purely resistive and at high frequency it is 

purely capacitive in nature. At low humidity, the resistance is 

very high then decreases when the RH increases and 

becomes comparable to capacitive reactance [5]. In other 

words, at low RH (<40% RH), only a small amount of water 

is absorbed, and the response of the sensor resistance to RH 

was mostly caused by the structure change in the film [6]. 

When RH increased (50% RH), the inclined semicircle 

appeared. Many authors [5-8] have explained that it is due to 

a kind of polarization and it can be modeled by an 

equivalent circuit of parallel resistor and capacitor which 

agree with the result of Fig. 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1.4 Temperature property  

Fig. 6 gives the curves of the impedance versus RH for 

different temperatures at frequency of 1 KHz. It is noticed 

that as the temperature increases, the impedance of the 

sensor decreases. In general, the ion transport in pp-

HMDSO is strongly dependent upon the operating 

temperature. At higher temperature, the impedance was 

decreased because of the improved movement of the carrier 

ion. Therefore, the compensation of temperature is 

necessary for the application to a humidity sensor. The 

thermal movement of molecule is an internal cause for the 

material polarization. And the electric field determines the 

direction of the polarization. As the temperature rises, the 

thermal movement of molecule becomes strong, and the 

increase of the polarization results in the decrease of the 

impedance value. 

2. Conclusions  

The humidity sensor based on pp-HMDSO thin film 

exhibited good electrical response to relative humidities from 

the range of 10 to 95% of RH with small hysteresis of about 

2%. The Cole-Cole plots of the complex impedance of the 

HMDSO layer in different relative humidity show a 

tendency that the shapes of the curves change from a 

semicircle to a line with the increasing of RH. An analysis of 

an equivalent circuit of parallel resistor and capacitor and the 

complex impedance leads us to the following explanation: at 

low frequency the impedance is purely resistive and for high 

frequency it is purely capacitive in nature. 
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Figure 4. The complex impedance plots of 

HMDSO sensor at different RH. 

 

Figure 5. The relationship curve between 

capacitance and relative humidity. 

 

Figure 6. Impedance vs. relative humidity for the pp-

HMDSO film at various temperatures.  
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Abstract: 

The Capacitance-Voltage characteristics (C-V) and the resistivity (ρ) of a p
+

nn
+

 silicon diode used as a particle detector is 

numerically simulated using the finite difference method. These characteristics permit to extract the important and useful 

parameters for the design of a detector diode used in a harsh environment and subjected to strong fluencies, such as the 

depletion voltage (Vdep), the effective concentration and the maximum resistivity, the reduction rate of the donors (c) and 

the introduction rate of defects (g). When this junction is subjected to strong radiations, physical defects which are created 

in the semiconductor lattice have undesirable effects and can degrade the performance of the detectors. These defects 

behave like deep levels and/or generation recombination (g-r) centres.  

The depletion voltage and the effective concentration were calculated by using C-V characteristic. The evolution of the 

effective density in function with the density of traps acceptor led as to find the redaction rate of the donors (c) and the 

introduction rate (β).  

The resistivity increases with increasing of the deep acceptor density to achieve the intrinsic resistivity (maximum).  

Keywords: Semi-insulating; Semiconductor; Diode; Radiation damage; Modeling. 

 
1. Introduction 

Many poorly conducting semi-conducting and semi-

insulating electronic materials show unusual electrical 

properties such as non-Ohmic behaviour. These 

experimental findings are often tacitly ascribed to their highly 

impure state with many defects and impurities but not 

analysed in detail [1, 2].  

Most previous calculations have been carried out mainly as a 

demonstration of the relaxation theory [3-5]. The present 

work is designed as a practical and helpful analysis to enable 

the experimenter to understand the internal state of his 

sample and what its likely impurity content is. Here we 

describe the main features which are observed 

experimentally in order to extract the important and useful 

parameters, using a typical diode structure as an example, to 

explain the physical processes occurring and discuss the 

implications and applications. The aim is to explain the 

physical reasons underlying the experimental results and the 

effects of different types of defects. By making this range of 

generic calculations with different parameters we have 

established that the results obtained are robust and 

insensitive to the details of the sample such as the type and 

magnitude of the trap energy levels so that general categories 

such as deep or less-deep levels can be considered.  These 

results are as expected for low g-r centre density. The 

variation with trap concentration or cross-section can be 

deduced from the analytical calculation. This should enable 

some general idea to be obtained about the dominant defect 

and how its properties may perhaps be modified by 

additional doping. 

Defects can be introduced into a perfect semiconductor 

crystal lattice by chemical doping or by the displacement of 

atoms by irradiation. The electrical properties are changed 

and the effect can be categorized by two basic mechanisms, 

the introduction of mid gap energy levels which act as 

generation-recombination (g-r) centres and the introduction 

of other energy levels within the energy gap. In this analysis 

we will simplify the many variables by assuming that the g-r 

centres generate or recombine electron hole pairs and are, 

on average, electrically neutral. The other centres can be 

neutral or charged (ionized) depending on the position of 

the Fermi level. For convenience we introduce the 

terminology of Deep Acceptors (DA) which is further from 

their band edge than mid-gap and Less Deep Acceptors 

(LDA) which are closer to their band edge, but are not 

permanently ionized.   

2. This work 

The modeling was carried out using the package KURATA 

[6].  The PIN diode is a P
+

N
–

N
+

 structure with a long N
– 

or 

intrinsic layer. The structure is divided into M points along 

the x-axis. A higher density of points was used near the 

metallurgical junctions. The program uses an explicit 

integration method to solve the one dimensional Poisson, 

current density and continuity equations for electrons and 

for holes using full Shockley-Read-Hall statistics. The 

variables computed are the electron density (n), the hole 

density (p) and the potential (V) at each mesh point of the 

structure. The initial values of n and p are simply the 

corresponding doping densities. That is, in the p-region p = 

NA and n = ni

2

/NA while in the n-region n = ND and p = ni

2

/ND.  
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The boundary conditions are as follows; at the far end of the 

P
+

 contact p = NA, n = ni

2

/NA and V = 0 (the reference voltage) 

while at the far end of the N
+

 contact n = ND, p = ni

2

/ND and V 

= the applied voltage. Here, NA and ND are the acceptor and 

donor densities and ni is the intrinsic carrier density.  

The resistivity and the capacitance can be computed once n, 

p and V are known. These characteristics permit to extract 

the important parameters. The analysis was carried out for a 

silicon P
+

N
–

N
+

 structure with 1x10
11

 cm
–3

 shallow donors (N
–

). 

The contacts are P
+

 (NA=10
15

 cm
–3

) between 0 and 30 µm and 

N
+

 (ND=10
15

 cm
–3

) between 320 and 350 µm. 

The sample is long in the sense that the excess charge 

distribution is mostly in short lengths near the ends. The 

contacts are made deep so that there is no significant 

depletion at x = 0 m and at x = 350 m. We assume sharp 

metallurgical junctions, mainly because we have established 

that the more realistic graded junctions make little difference 

to the results since the junction region itself is mainly 

depleted. This means that the details of the contact do not 

matter much.  The temperature was assumed to be 300K.  

The intrinsic carrier concentration at room temperature is 

ni=1.45x10
10

cm
–3

 while the dielectric relaxation time is D~10
–

9

s. These simulation results are as expected for low g-r centre 

density Ng-r and we will take 10
10

 cm
-3

 using --1
=υthNg-r, 

where υth is the thermal velocity of carriers. A typical value of 

10
-13

 cm
2

 is used for the cross-section,  [7, 8] and the centers 

are at mid-gap. Conventionally the capacitance of a 

semiconductor diode has often been theoretically defined 

from the change in the space charge density by the applied 

bias voltage. In our case the internal charge distribution is 

complex with static and mobile charges and there are 

redistributions internally so that this simple approach to the 

calculation is inappropriate. Here we use another definition 

of the capacitance of a diode based on the energy 

capacitance CW [9, 10] which is defined by: 

 d

dW
CW

1
  (1) 

  is the voltage difference defined by: 

Abi VV   

Where AV  is the applied voltage, biV  is the built-in voltage 

of the diode and W  is the electrostatic energy calculated 

from the electric field distribution )(xE as: 



l

dxxEW

0

20 )(
2

.
 (2) 

0 , permittivity in vacuum, , relative permittivity and l 

length of the structure.  

The electrical resistivity of a structure (based on a 

semiconductor) is directly related to the densities of 

electrons and holes. 

))()((

1

xpxnq pn 



  (3) 

Where:  

ipn nq ..2

1
max


   (4) 

3. Results 

The calculations demonstrate various effects which may be 

observed in real samples. These represent simple special 

cases because there are too many variables for a wider 

investigation. The aim of these calculations is to show that 

care must be taken in the use of Vdep to obtain Neff and the 

interpretation of the value obtained. Any conclusions drawn 

from the results obtained must be emphasized to be 

approximate.  

bi

eff

dep V
Nqw

V 
0

2

2
 (5) 

The depletion voltage (Vdep) is extracted using the CV 

characteristics. Thus depletion voltage is given by intersect of 

the straight line with linear voltage dependence below 

depletion and saturated, constant line above depletion as 

shown in figure 1 [11].  

Irradiation of a PIN diode with the starting intrinsic material 

lightly n-type, with no known traps, is found experimentally 

to produce an initial reduction of Neff and then an increase 

roughly proportional to the fluence [12-15]. It is assumed 

that the radiation damage produces both g-r centers and 

shallow acceptors which compensate the shallow donor 

doping.  The material changes type and the depletion 

junction moves to the other end of the intrinsic layer.  This is 

probably a correct assumption and the type inversion occurs 

when the new shallow acceptor concentration becomes 

greater than the original donor concentration. 

Consider the results of Figure2 for 10
11

 cm
-3

 shallow donors 

doping. For a less deep acceptor at 0.30eV above the valence 

band, type inversion occurs at an acceptor density of 9×10
10

 

cm
-3

 as the 10
11

 cm
-3

 shallow donors doping are compensated.  

However, for the same conditions in the case of deep 

acceptors at 0.70eV, type inversion occurs at an acceptor 

density of about 5×10
13

 cm
-3

 (Fig.2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1. C-V characteristics in log-log scale of a 

semiconductor P
+

N
–

N
+

 diode (ND=10
11

 cm
-3

) with g-r centre 

density of 10
10

 cm
-3 

and in the absence of traps [11]. 
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Figure 2. The effective density (Neff) is shown in the presence 

of a less deep acceptor at 0.30 eV and a deep acceptor at 

0.70 eV with an increasing density with g-r centre density of 

10
10

 cm
-3

. 

 

This occurs because the deep acceptors are located in the 

tail of the Fermi-Dirac distribution and not fully ionized 

when the Fermi level is near mid-gap. Thus, an independent 

knowledge of the energy of the traps introduced by the 

irradiation is needed in order to obtain a correct value for 

the effective density. 

Many workers have experimentally found that Neff changes as 

a function of the fluence, φ. The Neff behavior of n-type 

silicon can be fitted to the empirical function [16]. 

 BcNNN DAeff )exp(  (6) 

Where DN  is the initial donor concentration, AN  is the 

initial acceptor concentration (the compensation level), c 

describes the redaction rate of the donors and β is the 

parameter accounting for the introduction rate of acceptor-

like defects. The radiation induced acceptor defects are 

found to be dominant: it has actually been measured that the 

doping concentration of initial n-type silicon diodes 

decreases progressively as a function of the received fluence 

until the diodes invert to effectively p-type. After conductivity 

type inversion, the p-type Neff increases linearly with fluence. 

The parameterization of the radiation induced behaviour of 

n-type silicon diodes implies redaction rate of the donors 

and linear introduction rate of acceptor-like defects. Figure 3 

and 4 shows an example of Neff (Vdep) versus acceptor density 

with fitting results according to Equation 6.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.3. Evolution of effective density Neff (Vdep)  versus the 

density of less deep acceptor in the presence of low density 

of g-r with energy level of less deep acceptor. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.4. Evolution of effective density Neff (Vdep) versus the 

density of deep acceptor in the presence of low density of g-r 

with energy level of deep acceptor. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Resistivity as a function of density of less deep 

acceptor in the presence of low density of g-r with energy 

level of less deep acceptor.  
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After inversion, a simple model describes the silicon detector 

as a p-type diode, which junction develops from the n+ rear 

layer. However, this model is inadequate to describe some 

behavior of inverted detectors. 

Figure 5 shows resistivity as a function of density of less deep 

acceptor in the presence of low density of g-r. 

The resistivity increases as expected until acceptor density 

correspond the type inversion, but for further density of 

deep (less deep) acceptor decreases with a slower rate than 

the Neff  increase as  experimentally found, that the 

resistivity increases initially and then decreases with 

increasing fluence [17-19]. 

This indicates that a parameter associated to the material in 

thermal equilibrium (ρ) and a parameter correlated to the 

material under reverse bias condition (depletion regime) 

cannot be correlated as expected from the theory of non-

irradiated semiconductors.  

The resistivity is maximum (Figure 5) when the trap accepter 

ionized exactly compensates the shallow donor.  

4.Conclusion 

The study presented in this work is the extraction of 

important parameters for the design of the silicon diode P
+

N
–

N
+

 used as particles detector, such as the depletion voltage 

(Vdep), the effective concentration and the maximum 

resistivity, the reduction rate of the donors (c) and the 

introduction rate of defects (β). An example of this is the 

radiation damage of silicon diodes. In this work radiation 

defects which are created are simulated as less and deep 

acceptors and generation-recombination (g-r) centers. 

Results of this modeling show a change in the voltage needed 

for total depletion (Vdep). The other parameter affected is the 

effective concentration which shows the reversal of 

semiconductor type if the traps created are acceptors. These 

two parameters were calculated using the CV characteristic. 

The evolution of the effective density as a function of the 

density of acceptor trap led us to extract the reduction rate of 

the donors (c) and the introduction rate of defects (β). 

The resistivity increases with increasing the density of 

acceptor trap this is due to the compensation of shallow 

donor doping by acceptors traps. It reaches a maximum 

value when total compensation is satisfied. After the 

compensation is satisfied the resistivity starts decreased with 

increasing the density of acceptor trap. This decrease 

indicates that the material is change the type.  

The numerical simulation results obtained are leading to 

explain the phenomena observed experimentally and thus 

indicating the elements influencing the different 

characteristics. This led to the design of detectors more 

radiation hard. 
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