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Abstract

The Solar Physical Vapor Deposition (SPVD) is an original process to prepare nanopowders. This method has been developed
m Odeillo-Font Romeu in France using solar reactors working under concentrated sunlight in 2kW solar furnaces. Various
oxides, pure or containing other elements in addition, have been obtained. This paper focus on ZnO and T10.. based oxides It 1s
shown that the X-Rays Diffraction analysis allows a fine nanostructural characterisation of the nanophases present in these
nanopowders. In many cases, HRTEM or SEM and XPS complement the XRD analysis. The properties such as Electrical,
magnetic properties, photoreactivity, luminescence ... known on microstructured materials of the same composition are revisited
on these nanopowders or on nanomaterials prepared from them and led in many cases to original behaviours.

Keywords : SPVD, nanopowders, Al doped ZnO, Co doped ZnO, Bi.Os, TiO., XRD, HRTEM, chemical reactivity, magnetic

properties, electrical conductivity.

1. Introduction

An original process to prepare nanopowders : the Solar
Physical Vapor Deposition (SPVD) is presented[l]. Pure
7/n0O, 7Zn.ALO, 7Zn.Co.O, Zn.BLO and metallic Zn
nanophases as well as pure TiO. and Fe, Co or Mn-doped
Ti0. have been prepared by this method which we have
mitially used to prepare simple nanophases of good quality :

ZI‘L\Y\OQ, 'Y-Fez()u, IIhOx, Sn0O.... [2-5]

In some experiments, nanopowders appeared to be a
mixtures of nanophases, it was the case of (Zn.Bi.O) and
(B1..Zn,):0O:s.0btained both in unequal quantities, but also the
case of metallic Zn obtained beside strongly reduced ZnO...
and of TiO. nanopowders which are generally a mixture of
rutile and anatase. Composite nanoparticles such as MgO
coated Fe nanoparticles can be also prepared by SPVD.

To characterize the nanostructure and the composition
of the nanopowders the main method used was X Ray
Diffraction (XRD) analysis. The nanostructure and detailed
information on the nanophases present in the nanopowders
are studied too by High Resolution Transmission Electron
Microscopy (HRTEM) or by Scanning Electron
Microscopy (SEM). Energy Dispersive X-ray analysis
(EDX) and X-ray Photoelectron Spectroscopy (XPS) bring
I some cases complementary information on the chemical
state of the nanopowders. Studies have been performed to
know more about their chemical reactivity, their magnetic
or/and their luminescence properties. In the case of
nanopowders prepared by SPVD from targets made by
sintering ZnO and Bi:Os, nanostructured ceramics could be
obtained and their electrical properties studied

The properties found are clearly related to the
composition and the nanostructure of the nanopowders
prepared by the SPVD process. Most of studies were
performed in collaboration and important papers are cited
in references but in this paper, some striking results
obtained on ZnO and TiO: based nanomaterials have been
revisited.

2. Nanopowders and massive nanomaterials

Nanopowders are formed of grains (unorganised aggregates,
nanocrystals or polycrystals) which have nanometric
dimensions ; they belong to the general class of
“nanomaterials”. It 1s known that nanomaterials properties
are strongly influenced by the interfaces present (surfaces,
grain boundaries...)[3, 2].

Dimensional and microstructural criterions can be used
to classify a material among the nanomaterials ones[2, 6].
These criterions have the merit to recall that well before the
appearance of nanomaterials, the solid state physicists were
interested In aggregates of some atoms and the effects of
their size on the electronic and crystallographic structures
[7]. In the same way, the chemists knew for a long time that
the chemical reactivity of small particles is much higher than
that of ordinary powders this property is used in catalysis.

It is not surprising when a property 1s studied as a
function of the grain size (or the thickness of a layer
deposited on a substrate), to observe an “abnormal”
behavior for grains sizes or a thickness smaller than around
100 nm. The “critical size” depends on the sensitivity of the
properties  studied on the interfaces and their
thermodynamic state. For the same material it varies with
the property and with the thermo-mechanical history of the
material.

Technologies are in progress from about 20 years now
to prepare films or coatings and massive nanomaterials
directly or from the nanopowders obtained by various
methods. In the following an original process to prepare
nanopowders 1s described: the Solar Physical Vapor
Deposition (SPVD) and some typical results obtained on
selected oxides are gathered and compared [4-5, 8-10, 6, 11-

12].
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3. The Physical Vapor Deposition process in a Solar reactor
(SPVD)

F-a The solar reactor « Heliotron »

A 1MW solar furnace was built in Odeillo/Font
Romeu around 1970. In the same building and beside, ten
2kW solar furnaces and a 10 kW more easy to handle can
be used for laboratory experiments at a smaller scale. They
are constituted by mobile plane mirrors (“heliostats”)
tracking the sun and reflecting the radiation on a parabolic
concentrator. At the focus where the concentration can be
as high as 18000 on a surface of around 10 mm’, are placed
more or less sophisticated reactors or experimental set ups.

For the SPVD experiments, the reactors are constituted
by glass balloons (see figure 1). Inside, a target, made with
the material to be melted and vaporized or sublimated
(depending on its nature), is placed on a cooled support at
the focus of the concentrator. The vapor pressure around
the target depends on the material and on the atmosphere
mside the balloon, it is more or less large. In the last case, a
smoke 1s generally visible and 1s depositing by condensation

on a cold finger (water cooled copper tube)[4]. In a similar
reactor, the smoke 1s collected on a metallic or a
nanoporous ceramic filter through which the gas
atmosphere 1s flowing.

The “heliotron”, associates the two processes (see
figure 1) : collection by trapping on a cold finger and
pumping through a filter, which decreases the phenomena
of condensation on the walls of the balloon and increases
the effectiveness of the collection. The production rate of
the nanopowders depends on the vapor pressure of the
material. In the best cases (for example pure or doped zinc
oxide), it can reach several hundred milligrams per hour.

When the vapor pressure on the top of the melted
material is low, which is the case of alumina or doped
zirconia for examples, it is less than 1 mg/hour in a sunny
period (flux higher than 1kW/m’). It is one of the reasons
why in that case, when large quantities are needed, a
different process has been developed, associating melting in
a solar furnace, quenching and ball milling[6].

Figure 1 - SPVD process in the Heliotron solar reactor. Nanopowders are collected simultaneously on a ceramic (or metallic)
filter and on a water cooled copper finger. In the case of ZnO, the nanophases are white fibers. Under Ar flow the collected grey

nanopowders are a mixture of Zn and highly reduced ZnO.

3-b Nanophases prepared by SPVD or SCVD

Using “heliotron” type solar reactors in 2kW furnaces
SPVD appeared to be an excellent process to prepare
nanophases. Depending on the composition of the targets,
the oxide nanopowders obtained were formed by one type
of nanophases : ZrO., SnO., MgO, In.O; CeO,,
gadolinium doped ceria Cey,GdyOs5, vytrium doped
zirconia Zry4YyO,s, TiO: (Anatase or Rutile) and pure or
doped zinc oxide nanophases : ZnO, 7Zn.In.O, Zn.Sb.O,
7/n.AlLO, 7Zn.CoO, 7Zn.BiO, B-Bi,03s. [4-5, 8-10, 6,

12]. Starting from targets made by sintering ZnO and B1.O,
mixtures of (Zn.B1.O) and (B1.Zn,).0:.. nanophases were
prepared[11]. More recently composite nanoparticles such
as MgO coated Fe could also be prepared, playing on the
target composition and the oxydo-reduction properties of
the atmosphere[13]. In reducing atmospheres (Ar or N)
7/nO leads at high temperature to metallic Zn particles
mixed with a small proportion of ZnO nanophases[12].
SPVD of AIN in hydrogenated argon lead to metallic Al
nanophases (in such a case Solar Chemical Vapor
Deposition or SCVD is a more adequate terminology than
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SPVD. Nanophases of Si and SiO. were produced starting
from silicon targets In a reactor whose vacuum was
improved[14]. Large quantities of fullerenes and nanotubes
were prepared by the same method in the 1 MW solar
turnace of Odeillo by using a special 50 kW reactor with a
graphite chamber[15].

In many cases, chemical reactions occur during the
process and Solar Chemical Vapor Deposition, or SCVD,
1s a more adequate terminology than SPVD.

In the following some examples taken in the previous
ones are considered.

4. Characterization of the nanopowders by X-Ray
Diffraction

The first method used to characterize the powders after
synthesis 1s the X-ray diffraction analysis (XRD). In the case
of nanopowders, the diffraction peaks are widened
compared to diffraction peaks obtained on micrometric
powders. The Scherrer relation[16-17] can be used to
determine the average size of the “fields of coherence” of
diffracting domains of the analyzed powder and to compare
it to the average grain size determined by other methods
(HRTEM for example). Observations by scanning electron
microscopy (SEM) or by transmission electron microscopy
(TEM and HRTEM) are useful methods to achieve the
nanostructural studies made by XRD. XPS analysis gives
access to the nanochemistry of the nanophases, constituting
the nanopowders.

4-a X-rays diffraction diagram

The X-ray diffraction peaks obtained from a
crystallized powder are characterized by diffraction angles
Oh and L intensities depending on the lattice cell and on
the A wavelength radiation, used. The hkl Miller indexes
correspond to the diffracting crystallographic planes (dw is
the distance between them). These three parameters are
connected through the Bragg relation :

Zdhk| sin O = NA (1)

The position of the diffraction peaks gives access to the
distances dw between crystallographic planes, the structure
and the lattice parameters.

If 2 monochromator is used, A is perfectly defined. In
order not to loose intensity, two close wavelengths are used
simultaneously; it is the case with a copper anti-cathode
whose the emission spectra contains the two close
wavelengths A, = 1.540562 A and Ak, 1.54390 A.

A fit of each diffraction peak by two Lorentz functions,
corresponding to Ak, and Ak, wavelength, can be carried
out by using for example the ORIGIN software. These
functions have the following form :

2A w

T 4(x-xg)? + w2

Y=Yo+t @
i which :

yo 1 the value of the continuous background taken
at the origin ;

A 1s the total area under the curve after subtraction
of the background ;

xo 1 the x-coordinate to the maximum of the y-
coordinate ;

w 1s called the Full Width of the peak at Half
Maximum y value (FWHM).

These functions fit to the profiles of diffraction peak
and specially allow a very good evaluation of FWHM. The
peak area (parameter A) obtained using these functions is
however known with some error. To calculate “the integral
width”, A/y(x)), it is for example, more accurate to fit the
peak profiles with pseudo-Voigt functions. The diffraction
peak width has to be corrected by an “instrumental width”
w.. The shape and the intrinsic width ww of the diffraction
peaks are dependent on the dimensions of the coherence
diffraction domains called the “grain size” and on their
mechanical state (strains). In classical materials without
stresses and well crystallised over a micron scale, the peak
width w and the instrumental width w. are equal (wi. 1s nul
or very small), but in nanomaterials they differ significantly.
Langford et al. (1986)[17] have proposed a method to

separate both effects plotting w.. cosO as a function of sin@
leads for the same crystallographic plane family to a line
with a positive slope or to a constant line, depending on the
fact there are strains or not in the material. This method
provides too a good determination of the peak’s position Xu,
associated to a given wavelength, which can be used to
determine accurate values of the lattice parameters.

The ntensity of the diffraction peaks (maximum of y in
the relation 2) is connected to the crystallographic structure
by the “structure factor” which takes into account the
arrangement of the atoms and the distribution of grain
orientations (texture). If the peak width are different from
the instrumental peak width, the texture effects can be
determined considering the integrated intensities (parameter
A of the fitting function).

4-b Determination of the grain size
From the fits obtained on the experimental peaks, it 1s
possible to determine the “intrinsic width” w. of the
diffraction peaks and to compute an “average grain size” d.,
using the relation (3) proposed by Scherrer :
dm = KA / wi, cos 0 3)
where
- d. 1s the average size of crystallites
- K is a constant which depends on the form of
the crystallites and on the Miller indexes [16]

showed that in main cases the value of K 1s close
to 0.9) ;

- 0 is the Bragg diffraction angle ;

- A is the wavelength of the incidental radiation ;

- wa 1s the intrinsic width of the diffraction peak
(measured 1n radians) which can be determined
from the relation : w.= w’- w'. (strictly valid for
Gaussian peak profiles).

-w corresponds to FWHM (see earlier).

- w. 1s the instrumental width, i.e. the value of w
obtained on reference crystals.
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The wuse of this formula imposes to know the
“Instrumental function”. That has been done using pure
7n0O or LaBs polycrystals as reference materials.

4~c Instrumental function
To determine the “instrumental function”, 1t 1s
necessary to perform XRD on a reference material with

large grain sizes and without strains. A pure ZnO powder
has been annealed n air at 1400°C during 48h in such a way
to obtain a large grain size. The X-Ray Diffraction diagram
obtained 1s shown in the figure 2.
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Figure 2 : XRD diagram of a well annealed pure ZnO powder (1400 C, 48h, air).

The intensities of the diffraction peaks of the diagram
shown 1n figure 2 correspond to the XRD diagrams of the
ICDD reference file (36-1451) and to the zincite hexagonal
structure from the American Mineralogist Crystal Structure
Database. Using these data of the atomic positions in the
computer software CaRIne[18] leads to a quite similar
diagram.
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Figure 3 Decomposition in two Lorentz functions of
the 002 peak of the XRD diagram seen in figure 2.

XRD spectra were analysed according to the criteria
defined previously. Figure 3 shows an example of
decomposition of the 002 peak in two Lorentz functions
corresponding to the two components Aw and Aw of the
wavelength Aw of copper. This procedure leads to define the
“Instrumental width” for each peak ; it has been applied to
the whole diagram. The instrumental function can be
defined as a fit to these experimental points ; the results

obtained 1n this study are reported in the figure 4 beside
similar results obtained using a LaB: polycrystal. Note the
dispersion of the experimental points obtained on ZnO
related to specific crystallographic directions, they are very
close of those obtained by Langford et al. (1986)[17] :
despite the fact that the instrumental function obtained
correspond to the smallest FWHM values (obtained among
several experiments), it is influenced by the microstructure.
LaB: 1s then the best reference which can be used to
characterize all the nanomaterials studied (as far as the
XRD experimental set up i1s not modified). Nevertheless,
the influence due to the difference between these two
references 1s important only when the particles have large
sizes 1.e. higher than 100 nm.
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Figure 4 : Instrumental function determined using a LaBs
polycrystal and compared to the values obtained from the
diagram of figure 2.
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Figure 5 : XRD diagram of a ZnO nanopowder obtained by SPVD.

5. Characterisaion and properties of ZnO based

nanopowders prepared by SPVD
-a SPVD nanopowders of pure ZnO

7Z/nO 1s a good example of oxide which can be
prepared effectively in the form of nanophases by SPVD.
The XRD diagram obtained on nanopowders (see figure 5)
can be compared to the diagram obtained on annealed pure
7n0O powder (fig 2).

Several observations can be made :

- The positions of the diffraction peaks of the
nanopowders are, at first approximation, the same as those
of a theoretical diagram computed taking an hexagonal cell
with a = 8.24 A and ¢ = 5.20 A.

- The diffraction peaks of the nanopowders are widened
compared to those which are observed on a ZnO annealed
powder, that 1s evident on the decomposition of 002 peak in
figure 6 compared to the figure 3.
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Figure 6 : Decomposition of the 002 peak Figure 7 : TEM image of ZnO nanophases
of the XRD diagram of the figure 5 prepared by SPVD (x50000)
XRD changes indicate important size effects. The size and morphology of the substructure. The

observation by TEM of SPVD powders obtained under 70-
100 Torr of oxygen pressure, has shown elongated particles
like rods, tetraedraly arranged 4 by 4 (see figure 7)[8].
When the morphology of the nanophases is
anisotropic, it 1s possible by XRD to determine their
average form from the “average sizes” of the particles along
the principal crystallographic directions. It 1s however
necessary to take into account that it is the average size of
the coherence diffraction domains which are related to the

12

determination of the size distributions and the morphology
of the particles can be refined by observations in electron
microscopy (HRTEM or SEM). This phenomenon appears
too in the work performed by Langford et al. (1986)[17]
and 1s generally observed in all the experimental XRD
spectrum determined on ZnO.
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5-b Grain size determination of pure ZnQO nanopowders

Relation (3) has been used to calculate the coherence
diffracion domain size d. (“grain size”) for the peaks
obtained on ZnO SPVD nanopowders. The values

obtained have been reported in figure 8 as a function of 20
and of the origin of the starting powder: hydrothermal[19-
20] or plasma synthesis[21]. The method applied to a broad
field of the XRD diagrams permitted in the case of ZnO to
highlight the shape anisotropy of the coherence diffraction

domains. It can be seen indeed that the dimensions
obtamed depend on the crystallographic directions
considered. The  peaks corresponding to  the

crystallographic directions [00]] (reflecting planes parallel to
the basic plane and perpendicular to the ¢ axis) have a
smaller width than that of the hkO peaks (reflecting planes

containing the ¢ axis). The average shape of the coherence
diffraction domains can thus be represented by an ellipsoid
lengthened along the ¢ axis. That is confirmed by HRTEM
observations showing that under air pressures of 70-100
Torr, the nanophases are whiskers (see figure 7).
Nevertheless when the starting powder has been prepared
by a plasma process the [200] direction corresponds also to
large sizes. That could be interpreted like due to a
preferential lengthening in a direction perpendicular to the
¢ axis for a part of the nanoparticles. However, the accuracy
of these determinations to the large diffraction angles
remains smaller than with the small angles (more raised
intensities, less recovering between peaks...). The fact that
[100] direction does not indicate the same phenomenon, do
not permit to interpret these observations in spite of their
systematic character.
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Figure 8-a : Coherency domain size (“grain size”)
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Figure 8-b : Influence of the air pressure
on the grain size and shape anisotropy
during the SPVD process.

A study of the influence of the air pressure mnside the solar
reactor on the grain size during the SPVD process has
shown that increasing the pressure, increases the grain size

along the c-axes and in perpendicular directions as well (see
figure 8-b)[11].
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Figures 9-a -SEM 1mage of a 0.16wt% Al doped ZnO nanopowder prepared by SPVD.
Figure 9-b -Photoluminescence of Al-doped nanopowders :
comparison of SPVD nanopowders with hydrothermal nanopowders.
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S-¢ Al-doped ZnO nanopowders

Al doped ZnO nanopowders have been obtained by
SPVD starting from powders prepared by an hydrothermal
method[20] and containing 0.045wt% Al. The final content
after vaporisation-condensation was 0.016wt9%[23]. The
image in figure 9-a shows an aspect of these nanopowders.

The nanopowders exhibit a photoluminescence in the
blue range. It is clear that SPVD nanopowders have an
mtensity which is about an order of magnitude higher than
the hydrothermal nanopowders from which they are issued,
but they have lost a part of the doping element during the
SPVD process.

SPVD nanopowders of Al doped ZnO obtained by a
plasma process have been prepared[22]. The plasma
method leads to introduce larger quantities of aluminium
than the others methods. The nanopowders have been
characterized by XRD in a similar way as it has been done
for pure ZnO nanophases,. Figure 10-a shows the variations

of average dimensions of the coherence diffraction domains
determined as a function of the Al content of the powders.

These “grain sizes” vary with the direction in a similar
way to those of the nanopowders of pure ZnO discussed
previously. It was found nevertheless that the grain size
increases when the Al content increases and, in the same
time, the anisotropic shapes of the coherence diffraction
domains are changing from a mixture of rods elongated
along [001] and platelets perpendicular to [001], to mainly
long rods.

The luminescence properties of Al doped ZnO
nanopowders obtained by SPVD from targets prepared by a
plasma process has been studied by Grigorjeva et al.[22].
An important result 1s a pure and intense blue light
emission at 3.27 €V clearly related to the Al content of the
doped ZnO nanopowders and to the SPVD process[22]
(see figure 10-b).
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grain size” as a function of the crystallographic direction for nanophases prepared by SPVD from Al doped ZnO

obtained by a plasma process.
Figure 10-b : Blue emission of SPVD nanophases obtained by SPVD (noted VC) from Al doped ZnO (3%mol) targets
prepared by a plasma process[22].

5-d Co-doped ZnO nanopowders

Co doped ZnO nanopowders were prepared by SPVD
in order to study their magnetic properties. The anisotropic
shape of the coherence diffraction domain observed in the
case of pure ZnO is also highlighted in ZnO doped Co.
The average “grain size” is around 20 nm and does not
depends on the Co content. This has been also observed by
transmission electron microscopy (see figures 11). The
morphology of the nanopowders of Co doped ZnO is
sensitive to the pressure maintained in the reactor during
the SPVD process.

The magnetic properties of Co doped ZnO SPVD
nanopowders were studied. For 5% at. Co doped ZnO
prepared by SPVD under low air pressure, a ferromagnetic
state appears with an hysteresis cycle and low coercitive field
(approximately 100 Oe) at 5K and a saturation
magnetisation. However these powders are
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superparamagnetic at the ambient temperature when they
are prepared under air pressures of about 70-100 Torr [24].
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: Transmission Electron Microscopy of Co

Figure 11
doped ZnO nanophases prepared by SPVD under 70-100
Torr air pressure.
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S-¢ (ZnO).(Bi:Oy), nanopowders

Targets made of mixtures of ZnO and B1.O: with three
compositions (5, 12 and 20 wt. %Bi1.0:) were prepared and
annealed under air at 700°C during 8 h to 17 h. The XRD
analysis of these targets shows that two phases are present :
7Zn.Bi.O and BizgZNnOsg:s (cubic, =0 ref. JCPDS 41-0253,
=2 ref. JCPDS 41-0253). The nanopowders obtained by
SPVD from these targets under 30-40 Torr air pressure

were characterised by XRD. The analysis indicates again
that two phases are present (see figure 12) : one was
identified as Zn.B1.O, yet seen in the targets, but the peaks
corresponding to the other phase are related to (Bi..Zn.).Os.

close to B-BiO: (tetragonal, ref. JCPDS 78-1793). The

BizsZnOsg.s phase seen in the targets has vanished during
the SPVD process.
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Figure 12 : XRD diagrams of nanopowders prepared by SPVD from targets made of mixtures of ZnO and B1.O;

HRTEM studies have shown that for 5 wt% B1.O:, the
aspect 1s similar to pure ZnO nanopowders prepared in
same conditions with a prevalence of nanowhiskers.
Increasing the bismuth content, the morphology changes
from whiskers to more compact shapes. Precipitates are
visible, they are more and more numerous and less and less
lengthened when the Bi content increases. The (B1..Zn,).O:.
phase has a tetragonal character which explains the
polygonal shapes of the observed precipitates (see figure

13).

L0 nn

Figure 13 : TEM images from nanopowders prepared by
SPVD using ZnO+20%wt Bi.O: targets

Average nanophase sizes have been deduced from the
diffraction peaks corresponding to  Zn.Bi.O in the XRD
diagram of figure 12, the results are reported in figure 14.
Increasing the Bi content of the targets, the Zn.Bi1O
nanophases are characterized by a decreasing “grain size”,
the smallest grain sizes (around 30nm) being obtained on
nanopowders prepared by SPVD using ZnO+20%wt B1.Os
targets. As the black (thick) precipitates in figure 12 have
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been identified as the Bi rich compound (B1..Zn,).Os.,, the
7n.Bi.O solid solution correspond to the zinc rich
transparent platelets. The decrease of their size could be
due to their substructure or to twisted or/and tilted parts of
the nanocrystals. Looking at the XRD peaks intensities, It is
clear that the dominant phase in these nanopowders is
(B1.Zn,);0s.,, which can be considered as Zn doped B-BLOs
and noted B-(Bi..Zn.).Os..

From these nanopowders it is possible to prepare films
or coatings or massive nanomaterials. The annealing
treatment performed to sinter the nanopowders (820°C, 2 h
in air) induces a new phase change : in the nanomaterial
obtained two phases are present : 7Zn..B1,O and
(B1.Zn.):0s, close to O-B1:O: (monoclinic, ref. JCPDS 71-
2274) and accordingly noted Ol-(Bi..Zn.),Os..

55
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Figure 14 : Zn..B1.O nanophases grain size as a
function of the Bi content of the SPVD target
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The electrical conductivity of these nanocomposites has
been measured by impedance spectroscopy, the results
obtained at temperatures in between 110°C to 300°C are
shown 1n the figure 15 and compared to the conductivity of
o, B and 3-Bi0s; [25], to of the
BizgZn0sg.5 cubic phase (which has been synthesised
separately) and to the conductivity of gadolinlum doped
ceria as a reference : the massive nanomaterials prepared
from (ZnO)w(B1:O:)is  nanopowders (obtained from
7ZnO+15wt96B1:0: mixtures) are the best 1onics conductors
in the considered temperature range, the (ZnQO)e:(Bi.Os).s
nanopowders (obtained from ZnO+5wt.%Bi1.0s mixtures)
lead to nanomaterials less conductive. Bi rich phases
(Bil,\ZIﬁ)zOM. are probably responsible for these results.
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Y

the conductivity
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Figure 15 ionic conductivity of several compounds

compared in an Arrhenius diagram.

S-f'Zn and ZnO.. nanophases|6, 12]

A preparation by SPVD of nanopowders from pure ZnO
was carried out under argon flow at pressures from 2 Torr
to 20 Torr (flows from 2 to 3 liters/min) in the solar reactor
“heliotron”. XRD diagram of the nanopowders show that
the collected nanopowders were constituted by a mixture of
metallic Zn (majority component) and strongly non-
stoechiometric ZnO nanophases. This result shows that at
high temperature under neutral gas flow, ZnO 1s dissociated
according to the reaction :

7/nO ===>7n + % O.(g) 4)
The produced Zinc is initially at the vapour state. Then,
quickly, aggregates are formed. The oxygen produced is
pulled out by the argon flow, that is not the case of the zinc
aggregates. This distillation phenomenon leads to a zinc
content m the nanopowders depending on the collecting
position in the reactor.

The 7Zn nanoparticles produced are very reactive
because of their small size. This property can be used to
carry out chemical reactions at temperatures lower than
those generally practised such as the decomposition of the
water vapor :

Zn + H:O(g) ===>7ZnO + H: (g) )

Both reactions (4) and (5) constitute a cycle in which
7ZnO0 is conserved. The reaction (4) is endothermic and 1s a
way to store solar energy in the form of heat which is
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restored partly by the exothermic reaction (5). At the same
time hydrogen and oxygen are produced and can be
separated and stored for a later use. In a recent work this
SPVD process as been used to prepare mixtures of Zn and
7ZnO nanophases and their reactivity versus water vapour to
produce hydrogen as been studied[26].

of TiO:

6. Characterisaion and properties based

nanophases prepared by SPVD

6-a SPVD nanopowders of TiO: based nanopowders

TiO:. based nanopowders were prepared using the
Solar Physical Vapour Deposition (SPVD)
Targets were prepared as compressed of lem in diameter
and 5 to 8 mm height by sintering commercial powders of
pure TiO: or of mixtures of TiO. with doping oxides (Fe,
Co or Mn oxides). The vapor pressure around the target
depends on the temperature and the atmosphere inside
the balloon. At pressures larger than 10 Torr, a smoke 1s
generally visible, it 1s more or less thick. The smokes are
depositing by condensation on a cold finger (water cooled
copper tube) located at a few centimeters above the target.
The production rate of the nanopowders depends on the
vapor pressure of the material. In the case of TiO. based
targets, the material melts before vaporising, it starts to boil
at temperatures in the range of 1500°C but droplets are
produced which damage the balloon and it is necessary to
limit the working temperature to avoid this phenomenon.
In these conditions, the amounts of collected powders are
of the order of 10mg/hour.

The nanopowders and targets were characterized by X-
Ray Diffraction (XRD), Scanning Electron Microscopy
(SEM) and Raman spectroscopy.

process.
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Figure 16 : XRD diagrams showing the transformation
from anatase to rutile of the commercial TiO. by annealing

at 1400°C in air during 24h.

6-b . Characterization of pure TiO: SPVD nanophases
6-b-1 XRD diagrams obtained on the targets

TiO. commercial powder used to prepare the targets
was annealed at 1400°C under air, the X-rays diffraction
diagrams obtained before and after annealing are shown in
the figure 16. The peaks positions with their indexes
referring to the Anatase and Rutile phases (JCPDS 84-
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1286 and 86-0147) have been indicated. As already shown
by other authors [27], these spectra indicates a dominating
presence of the Rutile phase in the annealed powder while
Anatase phase is much more abundant than the Rutile
phase in the imtial raw powder. It 1s noteworthy to

remember that Anatase 1s generally considered as a
metastable phase and Rutile as stable.

= TiO, commercial powder
4 = vc [TiO,] (300 Torr air) 4
A Anatase [JCPDS 84-1286]
2000 ® Rutile [JCPDS 86-0147] |
1500
= =]
= i = 4
[
a
< 1000
500 ——t= 3 S - -
o TL#‘ I’M—v—é
20 30 40 50 60 70
2o (deg)

Figure 17 :. comparison between XRD diagrams obtained for a TiO. commercial powder and for the nanopowders obtained
by SPVD under 300 Torr air pressure.

6-b-2 XRD diagrams
nanopowders
Nanopowders were prepared by SPVD under air
pressure in the heliotron solar reactor, starting from
commercial TiO.. At low air pressure, TiO. is melted
before vaporization, and this caused sparkles damaging the
reactor. Because of that, the air pressure was maintained
up to 90 Torr. The figure 17 shows a diagram obtained on
SPVD nanopowders prepared at 300Torr air pressure.

obtamed on pure TiO:

200

ve[TiO,] 100 Torr
ve[TiO,] 170 Torr

ve[TiO,] 300 Torr

ve[TiO,] 600 Torr

A Anatase [JCPDS 84-1286]
® Rutile [JCPDS 86-0147]

Intensity

b i
ot h('hi\/" | i

53 54 55

20 (deg)
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Figure 18-a : Influence of the air pressure inside
the solar reactor on the appearance of the anatase
(105 and 211 peaks) or rutile phase (211 and 220
peaks) in SPVD nanopowders.

The figure 18 shows a detail of the XRD diagram
obtained on the collected nanopowders as a function of
the air pressure flowing in the reactor. The variation of the
gas pressure in the reactor has an impact not only on the
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size of the nanophases but also on their crystallographic
structure.

Integral intensity of differents phasis (Anatase and Rutile) in TiO, in fonction of air pressure

800

®  Anatase

700 | o Rutie

600
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400
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200

100

100 200 300 400 500 600

air pressure (Torr)

Figure 18-b : Influence of the air pressure inside the solar
reactor on the integrated intensities of XRD peaks 101 and
110, corresponding respectively to anatase or rutile.

The figure 18-b shows the evolution of the 110 and 101
peak intensity corresponding respectively to the Rutile
phase and to the Anatase phase in function of the air
pressure in the reactor. It can be observed on the XRD
diagram obtained from nanopowders prepared under 100
and 170 Torr air pressure that the Anatase phase is the
majority one and that the intensity of the Rutile peaks
decreases gradually. At 300 Torr and at 600 Torr air
pressure the Rutile peaks have disappeared.
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6-b-3- Raman spectroscopy of pure TiO: nanopowders

Nanopowders prepared by SPVD have been studied by
Raman scattering and the results compared to those
obtained on the commercial powder used to prepare
targets. The figure 19 shows that the starting raw material 1s
an heterogeneous mixture of Anatase and Rutile in which
Anatase 1s dominant.

800 - A com-TiO, ]
3 different places
—~ of measurement
;; 600 | R
> A A A = anatase
% l R = rutile
£ 400t l R g
c
g R |
&
200 l E
400 600 800

Raman shift (cm™)

Figure 19: Raman spectroscopy performed on three
samples of the commercial TiO. powder

The obtained SPVD nanopowders (see figure 20) are in
the Anatase phase when the air pressure in the reactor is
higher than 100 Torr and i the Rutile phase below 150
Torr. This 1s in good agreement with the XRD analysis
results (see figures 17, 18-a and b).

3500 r T T T
Qe TiO, SPVD nanopowders
il —=— p,_, =300 Torr
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Figure 20 : Raman spectroscopy performed on TiO.
SPVD nanopowders.

6-b-4 Average grain sizes of pure TiO: nanopowders

The procedure presented in §4-b has been used to
calculate the grain sizes of the differents phases appearing
m the XRD diagram of the nanopowders. The
dependence of the average “grain size” of the appearing
nanophases as a function of the air pressure during the
SPVD process is reported in the figure 21.
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Figure 21 : Average size of the SPVD anatase and rutile
nanophases versus air pressure inside the solar reactor.

From figure 21 it appears that these nanopowders are
characterized by very small grain sizes. The average grain
size of anatase (which is the majority phase) remains
practically constant (<18 nm) until 300Torr ; it increases at
higher pressure (23nm at 600Torr). The Rutile phase
increases In size from 18nm at 100Torr to more than
24nm at 170Torr and vanishes. A fit to the experimental
values by a second order polynomial leads to the
expression :
y=110" p+2 10° p+17.03 (6)

where the air pressure p is given in Torr and the average
grain size y 1s in nanometers.

Calculations of grain sizes have been carried out from
BET measurements using the relation (7).

d -2 1000 )
Sp

Where d.. is in nm when S, the specific BET surface area,

is in m/g and P the picnometric density of the
nanopowders 1s in g/cm’ (to have a circular form the
powder grains are assumed). The results are gathered in
table 1.

As BET 1s sensitive to the surface of the particles and the
fact that the particles have similar shapes (see figures 22-a
and 22-b), the agreement between the BET and the SEM
images 1s not surprising. Nevertheless there is a large
discrepancy between BET and XRD, specially for the
nanopowders. The fact that BET measurements lead to a
larger grain size than XRD indicates that the grains are
nanostructured. SEM 1mages of these nanopowders (see
figure 22-b) suggest that the grains of the nanopowders are
in fact aggregates (the surface roughness of the grains of
the nanopowders 1s larger than for the commercial
powder, many small grains are connected to the large
ones).
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Figures 22-a and 22-b : SEM 1mages of pure TiO. commercial powder (a) and SPVD nanopowder (b).

Tablel
TiO. BET Density Average grain size Average Grain size
[m?/g] [g/em] from BET (nm) from XRD (nm)
Commercial
Raw 8.871 3.885 174 57
SPVD nanopowder
(300 Torr air) 9.112 3.867 170 18

7. Characterization of Fe, Co or Mn doped TiO: SPVD

nanopowders

7-2 XRD analysis of the Fe, Co or Mn doped TiO:
nanopowders

The figure 23 shows an example of XRD diagram
obtained on a Fe-doped TiO. as-prepared target
(TwsFewO,) : as the anatase phase does not appear in
XRD diagram, one can consider the majority phase is
rutile.

Nanopowders were prepared by SPVD using Fe, Co
or Mn doped TiO. targets (T1.M.O. x is the atomic
fraction of M taking the values : 0.01, 0.02, 0.05). The
figure 24 shows the XRD diagram obtained on TieusMousO.
(M=Co,Fe or Mn) nanopowders prepared under flowing
air, the pressure inside the solar reactor being maintained
at 10 Torr and the figure 25 corresponds to TiwMonO,
(M= Fe, Co or Mn) nanopowders prepared under 90
Torr.

1200 T T T
| = Ti, osF ey 0,0, initial target
= - Anatase [JCPDS 84-1286]
1000 - Rutile [JCPDS 86-0147] -
800
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= _ |
S
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- 1 —
400 — = S & =
200 =R A SRS B A =
TM"*'W Wi 1 } ) Mo
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o — : -
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Figure 23 : XRD diagram of a ThwsFeiOstarget. The majority phase 1s rutile.
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Figure 24 XRD diagram obtained on  TisMusO:

(M=Co,Fe or Mn) SPVD nanopowders prepared under
10Torr air
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Figure 25 : TiwMonO: (M= Fe, Co or Mn) nanopowders
prepared under 90 Torr

The T1::MosO: nanopowders produced under 10 Torr air
are essentially in the Rutile phase, the contribution of
Anatase is below 5%. For the TiwMuaO: nanopowders
prepared under 90 Torr the majority phase 1s Anatase but
the Rutile phase appears significantly for the Co or Mn
doped samples. In the case of TuwFewO., experiments
performed at higher air pressure (100Torr and 300Torr)
led to similar results as the experiments performed at 90
Torr for TiuwCouwO: and for TiwMnewO. Remembering
that the metastable rutile phase has been clearly observed
only around 170 Torr for pure TiO. during the SPVD
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process, the observations show that doping at low levels
tends to stabilize the rutile phase.

7-b Dependence on air pressure of the nanostructure of
the Fe doped TiO: nanopowders

The evolution of the diagrams obtained on Fe-doped
Ti0O. nanopowders (TiwFewn Q) for two different values of
the air pressure inside the reactor is shown in the figure
26.

It can be observed that the ratio of the intensities of

two peaks, one belonging to the Anatase phase and the
other to the Rutile phase, increases with the pressure.
The shape of the peaks already confirms the observations
done under this vaporization air pressure. The peaks
intensity of the Anatase phase is even more intense in the
case of 300 Torr compared to 100 Torr air. The grain size
calculations led to 36 nm for the Anatase phase and 12
nm for the Rutile phase (see table 2).

Table 2
ThwFewnO sample Grain size (nm)
Air pressure (Torr) Anatase(101) | Rutile(110)
Initial target - 52.2
100Torr ve(nitial target) 31.2 11.1
300Torr ve(nitial target) 35.95 12.5

Table 3
ThsFewO sample Grain size (nm)
Air pressure (Torr) Anatase(101) Rutile(110)
initial target - 69
100 Torr ve(initial target) 10.6 5.0
200 Torr ve(initial target) 40.0 12.4
300 Torr ve(initial target) 43.9 6.0
Similar measurements have been carried out on

ThslFewO: (see table 3). HRTEM observations show that
the particles size is in between 10nm and 30nm (see
figure 27 a) with a large mosaicity (see figure 27 b). The
small “grain sizes” determined by XRD on the
nanopowders (= 5 nm for this ThwFewO. nanopowders)
are hence linked in fact to the substructure size. EELS
(Energy FElectron Loss Spectroscopy) measurements
indicate that the distribution of Fe in the Rutile phase is
homogeneous|28].
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Figure 26 : XRD of SPVD nanopowders (T1wFeiwnO) prepared at two different air pressures : 100Torr and 300Torr (detail of
the whole diagram).
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Figures 27-a and 27-b : HREM of Fe doped Ti0:. nanopowdes preped by SPVD.

Magnetic measurement and Mossbauer Spectroscopy of Fe doped TiO. nanopowders (T FeosO,) performed at T=5K, showed
that these nanophases are not ferromagnetic but in a paramagnetic state [28].

8. Discussion about the TiO: phase stability

Well annealed pure TiO. commercial powders are in the
Rutile phase. It has been shown in this work that pure
TiO: nanopowders prepared by SPVD are in the Anatase
phase. For air pressure up to 100Torr, the Rutile phase
does not appear. At the lowest pressures studied (100 and
170 Torr ar), the Rutile phase appears as a minority
phase beside the Anatase. Raman spectra is in agreement
with the XRD analysis.

These result can be interpreted by capillarity effects : due
to their small size and to the surface tension, the pure
TiO: nanoparticles are stabilised in the Anatase phase. In
addition, a thermokinetic effect can also be considered. At
high pressures indeed, the air flow in the reactor is smaller
than at low pressures and the cooling rate of the smokes
produced during the SPVD process, 1s slower. At low
pressures the phase transformation from Rutile to Anatase
1s not fully achieved. This 1s well supported by the
observed increase of the average grain size while the
pressure Increases.

In doped TiO: targets made with annealed mixtures of
powders, the Rutile phase is the majority phase. After
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vaporisation-condensation under low pressure and with a
high dope content of the target, the majority phase is the

Rutile but at low dope content and with high pressure

during the SPVD process, leads to the decrease of the

Rutile amount compared to the Anatase one.

The addition of dopes leads to stabilise the Rutile phase but
the increase of the pressure has again the same effect as for
pure TiO. : the Rutile phase amount is less and less
mmportant while the pressure increases at constant
composition of the target. Using the same arguments as for
pure TiO, it seems that the surface tension of doped
particles decreases when a dope is present, the effect of the
air pressure being similar to what has been explained for
pure TiO.  An investigation of surface segregation
phenomena in this system could enlighten on this problem.

9. Preparation, characterisation and properties of magnetic
composite nanophases

In the previous examples presented earlier nanopowders
were obtained from targets prepared in conditions where
the nanophases, component of the nanopowders, were
expected to be simple and unique. In fact it has been seen,
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it was not the case, the stability of the nanophases appearing
being not ascertained in all cases including simple cases

such as the classical unstable y—Fe:O: [29] or the case of
Ti0,, where two phases, one being unstable, appear in
proportions varying with the SPVD conditions. In the more
complex case of targets made of ZnO+B1.Os, two kinds of
nanophases or more appear but that’s less surprising.

To offer an alternative to chemical processes biologically
not fully satistying, a program of preparation by SPVD of
nanoparticles used in medicine as markers for magnetic
resonance imaging and heating mediators and preserving
their biological environment was proposed. The idea was to
prepare composite nanophases made by a magnetic core

surrounded by a bio-compatible shell. The challenge being
to do that by SPVD.
Good results have been obtained with Fe nanoparticles

coated with MgO [13].

Targets were obtained by mixing and pressing pure Fe and
MgO powders with an excess of Mg in such a way to keep
reducing conditions. The SPVD process was performed in
an argon flow.

XRD diagram performed on the nanopowders is shown in
the figure 28. The MgO peaks and Fe peaks are clearly
distinct. HREM 1mages show the core-shell nanostructure
of the composite nanophases obtained (see figure 29).
Figure 30 shows their magnetic behaviour[13].
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Figure 28 : XRD diagram of SPVD MgO coated Fe composite nanophases

Figure 29 : MgO coated Fe nanophases prepared by SPVD.

The magnetic properties of such composite nanophases have

been determined. They behave as ferromagnetic .
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Figure 30 Magnetic behaviour of MgO coated Fe
nanophases.
The low field region (inset) show a weak hysteresis effect.

Biological tests have demonstrated the stability of such
nanoparticles. Their biocompatibility and their affinity for
particular cells of the liver, spleen or kidneys lead to use
them for magnetic imaging and targeted treatment of human
diseases by hypothermia.

10.Conclusion

Several types of nanopowders were prepared in order
to know the influence of the grain size on the known
properties of materials. If new properties appear, specially
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at small grain size (nanomaterials), they open new fields of
research. In many cases, it 1s on massive nanomaterials or in
layers, that appear the new properties and the preparation
of these nanomaterials i1s an Important stage to cross.
Among the compounds prepared by SPVD, we were
focused 1n this study on ZnO based nanophases. Zn..AlO,
when it 1s prepared by SPVD, appears to be a remarkable
blue emitter by luminescence and can be used to build
luminescent screens or sensors. Zn.CoO 1s generally
paramagnetic but can exhibit a ferromagnetic behaviour in




Nanopowders prepared by Solar Physical Vapor Deposition (SPVD) JNTM(2011)

Claude J. A. Monty

the form of nanopowders and could be used in
optoelectronics.

The bi-phased compounds Zn.Bi.O-(B1..Zn,).Os., have
very Interesting electrical properties and they could be used
as electrolytes in SOFC working at temperatures as low as
400°C. Production of metallic Zn nanophases could be a
powerful solution to the solar energy storage and/or
hydrogen production. Composite nanophases, such as the
MgO coated Fe nanoparticles core-shell nanostructured,
open new possibilities for medicine because of their
biocompatibility and magnetic properties.

The few examples presented here highlight the interest
of SPVD methods to work on nanopowders with
remarkable properties it still remains to discover the best
way of implementing them in the applications.
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Abstract

In the current work, pure and copper doped cadmium oxide (Cd.. Cu. O, x=0, 0.02, 0.03) thin films are grown by sol-gel spin coating
route. Optical ransmittance is measured i UV, VIS and IR spectra; it is revealed that the copper improves the transmittance. The
optical band gap mcreased with the doping. The room temperature electrical resistance was aflected by copper doping. The AFM
morphology reveals that pure CdO and Cu doped thin films are nanostructured.

Keywords: Sol-gel spin coating, Grain size, CdO, Cu level doping, Nanowires, Optical properties, AFM mvestigation.

1. Introduction

Currently, Cadmium oxide (CdO) is among of interesting
conducting oxide (TCO) group such as tin oxide (SnO.) [1],
mndium oxide (In:O:) [2], indium tin oxide (ITO) [3] and zinc
oxide ZnO [4-5] due to its high electrical and optical
properties. Cadmium oxide (CdO) 1s n type semiconductor
with direct band gap found to be 2.3 €V and it exhibits a cubic
system and the lattice parameter is 4.695 A [6]. Thin-film
deposition techniques are either purely physical, such as
evaporative methods, or simply chemical, such as gas and
liquid phase chemical processes like sol-gel [7]. Furthermore,
CdO has been deposited also by chemical bath (CBD) [8],
spray pyrolysis [9], sputtering [10] and thermal evaporation
[11]. Cadmium oxide is one of the promising II-VI family of
semiconductors which has a great potential for optoelectronic
devices [12]. CdO was doped with many elements such as Li
[13], Al [14], Fe [15], Ga [16], Sm [17] and Eu [18, 19]. Up to
our knowledge, there 1s no works published on the
preparation and structural, UV-VIS-IR optical, AFM
morphological and electrical properties investigation of Cu
doped CdO. Our work consists on the preparation and
characterization of CdO doped with transition metal (Cu), in
the proportion 2 9% and 3 %, to stand up their characterization
for the advanced technological applications. The influence of
Cu doping level on structural, optical, morphological, electrical
properties of CdO synthesized by facile sol-gel spin coating
route is investigated.

2. Experimental procedure

2.1. Films preparation
route onto microscope glass slides (76 x 26) mm? supplied by
object trager Isolab. 0.5 Molar of cadmium acetate dihydrate
(Cd (CH:.COO) » 2(H.0)) (purity of 99 9%) supplied by
Himedia, was dissolved in 10 ml of 2-Methoxyethanol
(C:H:O,) stirred at 60°C for 10 mn. The doping precursor was
copper (II) acetate anhydrous Cu (CH:COO) ., (purity of 98
%) supplied by Carlo Erba reagents and then 0.3 ml of the
Mono-Ethanolamine (MEA) C.H'NO (of molar mass 61.08
g/mol and density = 1.015) as stabilizer, was added drop by
drop until the homogeneous and clear solution was obtained,

then the stirring continued for lhour. Consequently, the
solution was aged for 24 hours until the gel formation at
ambient (see scheme 1 and 2 [20]).

S
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Scheme 1. Different steps of sol-gel process. (Aerogel 1s a
manufactured material with the lowest bulk density of any known
porous solid. It is derived from a gel in which the liquid component
of the gel has been replaced with a gas), (Xerogel is a solid formed
from a gel by drying with unhindered shrinkage. Xerogel is usually
retain high porosity (25%) and enormous surface area (150-900
m’/g), along with very small pore size 1-10 nm)[20].

Scheme 2. Sol-gel processing and ageing steps, resin formation
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(route1) and porous solid material formation (route 2) [20].

The wviscous solution was homogenously poured using
micropipette on the substrate sticked on stainless steel spin
plates of MTI, EQ-TC-100 Desk-top Spin Coater. The sample
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rotates for one minute at speed of 1200 rotates per minute
(RPM), the sample was heated at 150 °C for 10 mn and then
the process was repeated 5 times, finally the film was annealed
at 400 °C for 1hour under air in furnace MF 120 Nuve.

2.2, Films characterization
X-rays pattern of samples were carried out in Bruker AXS D8
Discover diffractometer, CuKy, (A = 1.5418 A°) is used. The
films coated transmittance and reflectance were recorded by
Shimadzu 3600 PC double beam UV-VIS-NIR spectrometer,
the electrical resistance at room temperature was then
determined by four probes method. AFM observations of the
coated films were made by using a Quesant Model 250 system
having an 80x80 micrometer head, in the wave mode in air.
For the (10 x10) micrometer square images the resolution was
(300 x 300) pixels, the scan rate was 2 Hz for all cases. All

analyses were performed with the software from the WSXM
system

3. Results and discussion

8.1. Structural analysis
The figure 1A shows the X- rays diffraction pattern of pure
and copper doped cadmium oxide where the angle ranges
within 20°-80°. The grain size G 1s given by the well-known
Scherrer’s formula (1)[4],

0.94 4
G = — (1)
p cos 6
Where B 1s the full width at half medium of the peak, 20 is the
Bragg angle and A is X- rays wavelength. The calculated values
of G are listed in tablel.

Tablel: Some parameters are calculated for pure and copper doped CdO

Sample Grain size (nm ) TC E,(eV) T
(111) (200) (220) ain (ahv): | dT/dA dR/d G 5((3 /Sm)
CdO 8.235 8.245 6.199 1.80 2.49 2.59 2.52 56
CdO: Cu | 11.246 9.662 7471 1.72 2.50 2.59 2.59 68
2%
CdO: Cu | 8.801 7.853 7.122 1.73 2.56 2.62 2.59 79
3%

The comparison of the observed XRD patterns with the
standard JCPDS data (05-0640) confirms the structure of CdO
phase with face centered cubic crystal structure [21]. The X rays
pattern reveals that all investigated coated films are
polycrystalline of cubic CdO structure and Bragg position for
strong reflections like (111) direction was 32.92°, 33.08° and
33.09° respectively for pure and doped (2 % and 3 %) CdO
coated films, and then a slight angle shift, estimated at 0.03°-
0.16°, was carefully detected as sketched in fig. 1B. Others
reflection positions (20) and their angle shifts are listed in table2.

Table1: X-rays results of pure and copper doped CdO
Bragg angle Angle shift
(bkD 200) | ACHC)
CdO 32.92 -
(D Mwca 32.95 0.03
3%Cu 33.08 0.16
CdO 38.12 -
(200) 2%Cu 38.26 0.14
3%Cu 38.43 0.31
CdO 55.06 -
(220) 2%Cu 55.13 0.07
3%Cu 55.30 0.24
CdO 65.70 -
(311) 2%Cu 66.25 0.55
3%Cu 66.42 0.72

These results are in well agreement with those of literature [22].
It seems that the CdO coated films have a preferential growth
along the (111) direction. Most important peaks of CdO phase
(111), (200), (220), (311) and (222) are shown in figure 1A.
Textural COCfﬁCieIlt iS gi\r'en b_V TC = Im/ (1//1) (Iuﬁ’Iznn+ I22U+IIHI)
[4] and data are tabulated according to (111) direction. The
discrepancy m TC parameter is very low which confirms the
crystalline  structure 1s maintained at low doping level.

25

Consequently, according to both (111), (220) orientations,
copper doping increases the grain size, while 3 % copper level

doping reduces it. As shown in figure 1B, CdO is present in
coated film as confirmed by JCPDS card No. 05-0640, while a
slight (20) shift to higher angle is caused by Cu doping. The
jonic radii of Cu (II) and Cd (II) are respectively 0.78 A and
0.95 A and ionic radius ratio is re.m/ T =(0.77, then cooper has
minor radius than cadmium, it may diffuse in host lattice without
causing mismatch or distortion, this fact corroborates with the
slight angle shift. Figure 2 illustrates grain size of samples grown
by spin coating route according to (111), (200) and (220)
orientations. The grain size sweeps in average of 6 nm, these
values due to X rays peaks broadening are minor; this confirms
the nanostructures aspect of our coated films. Furthermore grain
size 1s increased by the Cu doping level (2 %).

111 -
(111) mmcdo [100@,
[ 2cucdo | 80 E—,
(200) [3Cucdo [ g =
2
220 L40 5
@29 1) 2
2220 [20 2
Lo £

)

20 30 40 50 60 70 80
26 (Degree)

Figure 1A. X-rays pattern of pure and copper doped CdO grown by
spin coating process at 1200 RPM, Bragg angle ranges within 20°-80°.
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cdo

20(Dagrea)

Figure 1B. JCPDS card No 05-0640 of pure and copper doped CdO
are sketched (red dash lines). Slight angle shift (20) to higher angle is
observed.

1.1. Optical characterization

The transmittance of pure and copper doped (2 % and 3 %)
cadmium oxide grown by sol-gel is depicted in figure 3 within
the wavelength range 200-2500 nm. The transmittance plot in
visible spectrum, of studied samples and pure glass, 1s observed
mset of fig.3. As can be seen the transmittance grew up rapidly
i UV-VIS range until 85% for 3 9% Cu doped CdO sample and
continues to increase monotonically in the VIS and NIR spectra.
It reaches a maximum found to be 91 9%, 90 % and 89 % in IR
for the 3 %, 2% Cu doped CdO and pure CdO respectively and
then transmittance decreases slightly with copper doping level.
Similar evolution 1s observed in Kumaravel paper [9, 23].
Subramanyam has found the same trend profile of transmittance
m VIS and IR spectrum for the CdO films grown by DC
magnetron sputtering for one particular oxygen pressure [24].
We remark that Cu ions improve considerably the optical
transmittance particularly in visible range (see mnset of fig.3). The
average transmittance at 550 nm increases with doping level, as
listed in table 1, and confirms the previous statement. We
mention that low copper level doping improves the
transmittance around visible edge (750-800 nm) where
transmittance of 3 % Cu doped CdO approaches the pure glass
transparency as can be easily seen inset of fig.3. The direct
optical band gap is expressed as [4],

ochv:(hv—Eg)O'5 ©

Where L (eV) is the optical band gap, o (m'1) is the absorption
coefficient and v (Hz) 1s the photon frequency. Band gap E.
estimates were derived from the optical transmission spectra by
extrapolating the linear portion of the plot of (ahv)? against hv to
0=0 as plotted in figure 4. It varied with doping level, the pure
sample exhibits E. equals to 2.49 eV, the samples 2 % and 3 %
Cu doped have respectively 2.50 and 2.56 eV as sketched in
figure 4 and listed in table 1. While the optical band gap was
found by T.P. Gujar 1is 3.18 eV [25] and Kumaravel has
reported a value of E. 72.53 eV [23]. Others works exhibit an
average of E, around 2.46 €V [24]. Our results are in accordance
with those obtained in literature [23, 24]. The estimated energy
gap from (ahv)2, dT/dA and dR/dA (reflectance is not shown
here) of pure and Cu-doped CdO films are given in Table 1.
There is an effect of the Cu dopant concentrations but not
regular in the studied range on the optical band gap estimated

26

from dR/dA versus A (not shown here) suggesting that the optical
band gap shifts from 2.49 to 2.62 €V. These gap values lead to a
blue shift which may be explained by Burnstein-Moss effect.
Our results are in well agreement with those of literature [6].
Fluorine has increased the band gap as reported by Akyuz [26].

Figure 2. Grain size plot against Cu content according to (111), (200)
and (220) directions

1.2, Surface morphology mvestigation

The 2D and 3D AFM investigation is shown in figure 5, picture
have dimensions 10 x 10 micrometers. Overall, the surface of
CdO coated film is homogeneous with few voids which are
signed by circles as depicted in 2 D views (see fig. 5 left). Pure
CdO nanograins look like mounts with no well defined
boundaries; the average of grain size is 0.075 um and height
equals to 742 nm. Pure CdO coated film reveals agglomerated
regions with different asperity, the bright ones (signed by arrows
in fig. 5A) attract more atoms during the growth process than the
dark ones which might demonstrate cavities. Similar
morphology shape was reported in literature [23, 27]. 2 % Cu
doped CdO sample reveals columns like wires which are
separated and grown in the same direction having an average
height equals to 275 nm , the 3 % Cu doped CdO shows the
same shape of wires with big nanowires density ( number of
nanowires per pm? ) and major height ( ~382nm). Clusters of
nanowires exhibit different sizes 0.186 ym (2 Cu % doped
CdO), 0.208 um (3 Cu % doped CdO). We conclude that low
copper doping level influences the surface morphology of
cadmium oxide coated film and tends to make longer the nano-
grains Into nanowires.

100pm0
Figure 5A. AFM topography image of pure CdO coated films. AFM
Pictures are 10x10 um?2, grain size and voids are shown in (left) 2D view
and (right) 3D view, (height is shown at left corner of 3D image, arrow
shows nano-mounts.



Low Copper Doped CdO Nanowires

JNTM (2011)

M. Benbhaliliba et al.

Figure 5B. AFM topography image of 2 % Cu doped CdO coated
films. AFM Pictures are 10x10 um?, grain size and voids are shown in
(left) 2D view and (right) 3D view, (height is shown at left corner of 3D
image, arrow shows nanowires.

Figure 5C. AFM topography image of 3 % Cu doped CdO coated
films. AFM Pictures are 10x10 pm?, grain size and voids are shown in
(left) 2D view and (right) 3D view, (height is shown at left corner of 3D
Image, arrow shows nanowires.

100
SR
3]
c 60
S
g 40-
S
— —— Pure CdO (A)
= 20 — -CdO:2Cu B)
- - -CdO:3Cu (C)
0

0 500 1000 1500 2000 2500
Wavelength (nm)

Figure 3. Transmittance dependence on photon wavelength of pure, 2

and 3% Cu doped CdO grown by spin coating at 1200 RPM, inset
shows VIS transmittance profile of pure, 2 % Cu and 3% Cu doped
CdO and pure glass of substrate.
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Figure 4. Dependence of (ahv)? on incident photon energy (hv) of
undoped CdO , % 2 and 3 9% Cu doped CdO, (extrapolation straight
lines are depicted).

1.8, Electrical measurement

The electrical measurement was carried out in four probes set
up as can be seen inset of figure 6 and the electrical resistance at
room temperature is depicted in figure 6. The electrical
resistance R was calculated by using [28],

R = k \1_ ®
‘Where k is a constant found to be 4.53, V is the applied voltage
and I is the mtensity of DC current. It is observed that copper
level doping diminishes greatly the resistance by about 5 and 400
times for 2 9% and 3 % Cu doped CdO respectively. This fact 1s
due to copper, which has two level of oxidation I and II, can
substitute to cadmium sites and offers free electrons which can
mmprove the conductivity.

4k

3k

2k

Electrical resistance ( Q)

1k -

\

T T T
pure CdO 2 Cu :CdO 3 Cu:CdO

Figure 6. DC resistance at ambient is plotted versus Cu amount. Inset
shows the four probes set up scheme

Conclusion

The pure and Cu doped CdO films structural, 2D and 3D AFM
views, optical properties were ivestigated. It 1s revealed that
CdO phase is obtained and the grain size reaches up to 11 nm
according to (111) direcion and TC decreases a little with
copper doping level. A peak broadening reveals nanostructures
formation of our coated films. High transparent coated films in
VIS-IR range are obtained and low copper level doping
improves the transmittance mainly in visible band edge from 56
% to 79%, and exceeds the point of 90 % in IR spectrum. Band
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gap increases with copper level doping and demonstrates a blue
shift. Low copper doping level maintains the crystalline
structure, extends the grains and transforms them to high
transparent nanowires and reduces the ambient resistance.
These characteristics of high VIS-IR transparency and low
resistive nanowires can provide to our coated films, produced by
facile sol-gel route, various applications in material sciences and
optoelectronics devices which can be mvestigated in next work.
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Abstract:

Light or Laser beam mduced current technique (LBIC) is conventionally used to measure minority charge carrier’s diffusion
length L» by scanning a light spot away from collector (abrupt pn junction or Schottky contact). We show here the necessary
precautions to be taken in order to apply this method on materials used in photovoltaics. We talk about SRLBIC or spectral
response LBIC when this techmique is combmed with spectral reflectivity to allow determination of cells quantum efficiency.
From internal quantum efficiency analvsis, one deduces an effective carrier diffusion length, L., including bulk and surface
recombinations. LBIC Is, also, often used to reveal electrically active extended defects such as grain boundaries and dislocations,
and to check passivation efliciency of fabricated cells.

Key words: LBIC, solar cells, crystalline silicon, diffusion length, extended defects, surface passivation.

1. Introduction

Since  theend  of Second  World  War, the world  depositing a very thin (25 nanometers) and transparent
economy has grown exponentially, which exploded its energy =~ Chromium layer, however, apn  junction collect better the
demands. To the head of energy sources coming fossil fuels  photogenerated carriers. We should, also, passivate surface
(o1l, gas and coal) which are non-renewable and causing recombination centers before measurements.
greenhouse gases emissions, which pushed governments in
industrialized countries to take decisions to encourage lieic l
renewable energies sector. To the head of this sector comes DG
photovoltaic industry. collector

In photovoltaic, crystalline silicon remains the most used <

material, and the global demand for this material has grown
exponentially exceeds, since 2003, integrated circuit industry
and the price of solar grade silicon increased from 20$/kgto
200$/kg i short period. To face this shortage of silicon, the
photovoltaic specialists tend to produce more and more thinner
cells (currently cells with less than 180umtheckness are
commercialized) and to use less pure materials (compensated 500
metallurgical grade silicon). Emergence of such thin and/or low
quality materials has increased needs in characterization 1. (b)
techniques. w0l

In this paper, we focus on photovoltaic applications of LBIC
technique. We begin with extraction of minority carrier’s
diffusion length by light spot scanning method in crystalline oo -
silicon used in photovoltaic. This method 1s known since 1980, "
but its application has not been, always, unmistakable on 0+
photovoltaic materials. We, also, see technique capabilities to L
detect extended defects (grain boundaries and dislocations), Beam position (um)
and to check passivation efficiency of cells.
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200 .
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Fig. 1. Measurement structure of induced current (a) and a typical
experimental profile obtained using p-Cz sample (b).

2. Extraction of charge carrier’s diffusion length in
crystalline silicon wafers by light spot scanning
method.

The method consists 1n scanning an laser beam away from
collector and recording short circuit current at each point
(Fig.1.). A collector structure may be Schottky contact or abrupt
pn junction. We have chosen to make Schottky contacts by

Our ISE TCAD simulations [1,2] showed that if silicon
wafer hada thickness ofat least four imes minority carrier diffus
e on length, w > 4L,

one obtain a photocurrent decay obeying to the following law,

I pic < d™"exp(=d/Lp) 1)

Where n is between 0 and 1.5, Lp is bulk diffusion length.
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Table 1 recapitulate measurement results of electrons
diffusion length in a thick p type multicrystalline silicon sample
(2.5mm) with resistivity of 0.5 2.cm. The frontal surface is
passivated by a hydrogen rich double dielectric layer
S10x/SiNy. Carrier collector 1s a Schottky
contact formed by deposition of thin chromium layer, and
measurements were performed in different grains.

Table. 1. Diffusion length in a thick p type silicon

Lo (}JH])

n

0.34 58
1.33 70
0.43 190
1.02 419
0.59 395
1.03 520

In relatively thin wafers, where w < 4Lp, which 1s always the
case of mono and multi crystalline silicon wafers used for
fabrication of solar cells, where Lp~w, one obtain a simple
exponential decay,

Ippic ¢ exp(—d/Legy) @

Where, Ly , is an effective diffusion length including bulk and
surface recombination. Our simulations [1,2] shows that Less
value becames very close to Ly for low recombination velocities
of carriers at surfaces (fig. 2). Practically, one can reach carriers
recombination velocities around 20 cm.s™! using silicon
thermal oxide, S10..

Figure 3 shows a photocurrent profile in semi-logarithmic
scale, obtained on thin layer of p-type crystalline silicon (50
microns). This thin layer was epitaxially grown on a thick and
highly doped CZ substrate, P+. The frontal
surface was passivated in Hydrogenated silicon nitride SiNx:H.
The collector 1s a Schottky contact obtained by
deposition of thin Chromium layer.

] Ll T T T T
LE 4] \\-‘\
I"!- = gap. 1
1353, Fibyeq.2
F';! 0O4578 - ‘!('X(((.
=]
8 omeEx -
— Lga.5m
- |
DMZ4E ] .
-%
T T T T T
o = 1m 1= 2m =0

Jeam position
Fig.2. Extraction of diffusion length

3. Extracton of charge carriers diffusion length in
finished cells.

In fabricated cells, one can deduce carrier’s diffusion length
from spectral analysis of cell internal quantum efficiency. In this
one short  circuit current  (Isc)and
reflectivity (R)at each wavelength, then, one deduce internal
quantum efficiency using following relationship,

_ hc Isc(D)
IQE(A) = AqPin (1) (1-R(A))

P, (ﬂ)is incident beam power at wavelength A .

case, measure

3

In other hand, Basore [3] showed that In spectral
domain[800nm, 1000nm], the mverse the quantum
efficiency is  related to  light absorption depth by following
relationship,

QE-'=1+ L:ff (2) (4a)

Where Luis an effective diffusion depends on bulk diffusion
length L, and electrons recombination velocity at cell rear

surface, 9.

L
L _1 srTD+tanh(%> (4b)
eff — D srL w
1+ rDDtanh(E)
We note  that effective  diffusion length approaches the bulk

diffusion length, Less~Lp , for LK > 1.
D

2,2 T T T T

Leff =91 pm

1IQE

0 20 40 60 80 100
/a,, (um)

Fig. 8. Internal quantum efficiency inverse versus light
penetration depth of commercial solar cell, effective diffusion
length of 91um 1s obtained by fitting to eq.3.

4. Highlighting extended defects in solar cells.

Extended defects such as grain boundaries and dislocations
are preferential sites for segregation of impurities and points
defects, and causes photocurrent loss in solar cells.

Figure 4 shows cartography of square areas (1.5¢cm X 1.5cm)
of commercialized solar cell performed by 532nm laser diode
(which corresponding to depth absorption of light of 1.3um)
with scanning step of 50pum. This cartography shows bright and
dark grains, which corresponding a high and low carrier lifetime
grains, respectively.

mm

10,04 3

12,5 3

15,0
2,5 5,0 75 10,0 12,5 15,0

Fig. 4. LBIC cartography of a square surface (1.5¢cm X 1.5cm)
performed by a 532nm laser (i = 1.3,um) , with a scanning
step of 50um.

LBIC profiles, like the showed one in figure 5, may be
analyzed using analytical models [4-7] to extract minority carrier



Photovoltaic applications of Light Beam Induced Current technique JNTM(2011)

Y. Sayad et al

recombination velocity at grain boundary.
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Fig.5. LBIC signal measured with 632nm laser in vicinity of two
adjacent grain boundaries in silicon solar cell. Beam spot size at
cell surface 1s about bum.

31

0,012

0,010+ S.,=10‘cm.s?

_1n6 1
0,008 Ses=10"cm.s

(@)

LBIC

0,004 4

p=1Q.cm, spot=1um,L =50 ym

0,002 T T T T T T T T T

200 -150 100  -50 0 50 100 150 200
Beam position (um)

LBIC

0.6 |Spotsize
—=—1um

4 4

0,54

0,44

0,34

p=1Q.cm, S_,=10°cm.s",L,=50 ym

0.2 T T T T T

-60 -40 -20 o 20 40 60
Beam position (um)

(©)

p=1Q.cm, spot=1um,
S,=10° cm.s™

0,004 T T T T T T T T T
-100 -80 -60  -40  -20 (] 20 40 60 80 100

Beam position (um)

Fig.6. Simulated LBIC signal in vicinity of grain
boundary. Impact of carrier recombination velocity (a),
spot size (b) and diffusion length (c)

Figure 6 show ISE TCAD simulations of photocurrent at

31

vicinity of grain  boundary under different conditions of
recombination velocity at grain boundary (a), spot size (b) and
of carrier diffusion length (c).Dislocations may
be origin of shorts in solar cells and, thus, decreases cell shunt
resistance. Figure 7 shows cartography of a square area (1cm X
1cm) of one solar cell, this cell have previously undergone a
thermal annealing at 850°C of one hour duration before emitter
diffusion step. The cartography shows
formation of dislocations in high density.

mm
1

1 2 3 4 5 6 7 8 9 10

Fig. 7. LBIC cartography of square surface (lem X 1em)
performed by 980nm laser (1 = 103,um), with step of 50um.

a
Spot size at cell surface is 11um.

5. Displaying passivation efficiency.

Cartography of photocurrent may be used to compare
passivation efficiency at different cell places. In figure 8, LBIC
cartography of a solar cell measured by 980nm laser diode, the
cell rear surface is passivated by triple dielectric layers ( SiNx
and SiOx). ‘We remark a more photocurrent
In areas passivated by dielectric layers than at localized grid of
BSF (back surface field).

contacts face arriére

:

o

i

R0
T

P
- L8304
504064

Y Axis Title

— contacts face avant

s
100
passivation par diélectrique

500
X Axis Title

Fig.8. LBIC -cartography of solar cell using
980nm laser diode, the cell rear surface is
passivated by triple dielectric layers. Scanning
step 1s 20 um.



Photovoltaic applications of Light Beam Induced Current technique JNTM(2011)

Y. Sayad et al

6. Conclusion

Using LBIC technique one can determine charge carriers
diffusion length in silicon thin films and wafers, as well as in
finished cells. This allows assessing possible degradation or
improvement of starting material quality during cell process.

LBIC cartographies using different wavelengths allow probing
cells from frontal to rear surfaces, to view electrically active
defects and to evaluate passivation efficiency.
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Abstract
On a plane mterface between two elastic half-space, P and SV waves propagating m the (X’ Z) pare related by Snell’s law and

the law of continuity of displacement components Uy and Uz and constraints Oz and O on both sides of the interface. An
mcident wave P or wave SV generates two P or SV reflected waves and two transmitted waves P or SV. The four continuity
equations are written i the form of a matrix multiplied by a vector transmission-reflection coeflicient, defined for potential
movement of the particles. For an planar boundary between fluids with different characteristic impedances, there is continuity of’

U, and Oz on both sides of the interface and the shear O in the medium must vanish at the interface (thud media mvolving

O,

only perfect no viscosity, so that was normal stresses, not shear stress ©xz = 0 ). As soon as the angle of mcidence exceeds a

o
critical value of incidence, the wave for which the value of mcidence is greater than 30 pecomes evanescent. The reflection-

transmission coefficients become complex.
Keywords : P waves, incidence, reflection, transmission.

1. Introduction

The non destructive characterization of structures has
grown considerably in recent years. The ultrasonic methods
have become the preferred tool for non destructive
evaluation of mechanical properties of materials [1]. They
also have the advantage of being applicable to a wide range
of materials. Surface waves were a long time the subject of
extensive studies which had applications in both non-
destructive tests in signal processing [1, 2]. Much research
has been conducted on the interaction of such waves with
surface discontinuities but most on the reflection and
transmission. The elastic waves that result from moving
particles propagate only in material media, so that
electromagnetic waves propagate in a vacuum also. It was
possible to address immediately the propagation of elastic
waves In a fluid because this medium 1s a set of free
particles; their properties are expressed using scalar

parameters: density Py coefficient of compressibility e
mean free path (average distance traveled by a particle
between two collisions). The propagating waves are fully
described by a scalar, pressure, or potential expansion of
the displacement or velocity [1, 2, 3].

In summary, in a perfect fluid :

- The polarization of the wave, that is to say, the particle
motion 1s necessarily longitudinal, parallel to its wave vector,
the absence of viscosity preventing any shearing motion;

- The speed of propagation 1is expressed by

c=Y\pz;

- The Poynting vector indicating the direction of energy
propagation is parallel to the wave vector;

- The polarization of reflected and transmitted waves, on
both sides of a surface separate two media of different
mmpedances, and that of the incident wave. Their
amplitudes and propagation directions are given by the
Snell-Descartes in which only are involved the impedances
of the media and the angle of the incident wave.

- The wave continues to propagate when the distance
between a maximum and minimum pressure becomes the
order of magnitude of the mean free path of particles.

2. Reflection / transmission at a plane interface
Consider the interface between two homogeneous fluids

of different velocities (Cl and Cz)’ when changing
propagation environment, changing the characteristics of a
plane wave 1s particularly interesting. The change in speed
causes a specular reflection of the wave in the first medium
(in a direction symmetrical to the normal at the point of
incidence) and a refraction of the wave in the second
medium at an angle given by famous law of Snell.

A progressive plane wave acoustic pressure ﬁa which 1s of
the form ]?1 (t - ﬁa' F/ Cl) » maintained by a source located
at infinity (for z tends to —0), propagates in a half-space
fluid (density A1 and speed Cl)’ bounded by a planar

0

interface located at Z =Y, separating it from another half-

space P velocity of Cz) (Figure 1).
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Figure 1. Reflection / transmission at the interface between
fluids with different characteristic impedances.

The axes are chosen so that the direction of propagation of

Oxz)

the mcident wave is located i the plane ( v and 1t

makes an angle 91 with the axis (OZ) (obliqualy incident).
The mteraction of the oblique incident plane wave with the
mterface generates a reflected wave mn the middle F1

amplitude Bl (and direction of propagation making an

/
angle 01 with the axis (OZ) ), and a wave transmitted in the
middle F2 amplitude Az (and direction of propagation

’
making an angle 92 with the axis (OZ ))
2. 1. Whriting the problem in the middle F1

The propagation equation in the fluid medium 1s
written F1

F
&%+55

Conditions at the boundary (interface F1 / F2) z=0
(equal sound pressures normal and peculiar velocities in
cach medium) are written as follows:

1

2 at2jP(x z;t)=0,vx,Vz<O Wt )

(X z;t)=p, (X, zt), Vx,2=0,Vt 9-2)
V,(x,z;t).i =V, (x,z;t) ., ¥X,z2=0,Vt (oy

Where n 1s the normal to the interface (here n= éz )

The projection on the normal N of Eulers equation
outside sources in the medium F1 1s written:

PRy pud - 3

1 ' - ¢

ot on

Because the projection operators on scalar N and a/ ot
commute,

34

o(v.) o
+ L=0 (4-a)
P15 on
Similarly, in the middle F2,
o(v,.n 5
P, (721) , op, _g (1)

ot on

By using equations (4), the boundary condition (2-b) can be
written, equivalently

1ap,, ..y 10p,

——=(x,zt X,z;t), vx,z=0,vt ..
pl an ( ) pz an ( ) (J-d)
Or

i%(x,z;t) 1% —Z(xzt), VX,2=0,Vt (5

py 02 p, 01

The reflected wave propagates to infinity (note that this is
not a condition of Sommerfeld for the existing field at
ifinity).

2. 2. Whiting the problem in the middle F2

The propagation equation in the fluid medium 1s
written as F2

%+§ iz(‘;; B(xzt)=0 ¥ VZ<0 %t
G

The boundary conditions at the interface Z= 0 are
1dentical to those written n §. 2. 1.
The medium F2 containing neither source nor border other

than at Z= 0, write a condition of no return.

3. Solutions of the problem

The pressure field ﬁl in the middle F1 is the sum of the

pressure field incident Pa and Po reflected pressure field
can be written as follows

Bzt =R (xz+R(xz)=F t% +g|t rgr

@)

And the field F2 is written in the middle

_ ~ n I
p,(x,z;t)=f,| t——2—
CZ
8)
Where Nar My and N, denote the conditions of wave

propagation incident, reflected and transmitted and T

denotes the position vector OM = Xéx + Zéz-

The condition (2-a) equal pressures Pr and P2 at the
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z

mterface =0, whatever are the values of variables.

Following the functions fl, 0, and fz which are 1dentical,
and their arguments :

n.r n.r n,.r
t_ a :t_ b :t— 2 ,VX,Z=O,V'[ (9-'1)
C C C v
1 1 2
Or, noting Nyar Ny and N the respective components
on the axis (OX) vectors Mar My and n,,
n.x n,X n,X
Xa_ — X = X2 ,VX, = O, Vt (g_b)
C, C C, )
This implies
Na _ N _Ne
cC ¢ ¢ ©-)
By expressing the components Nyas Ny and Ny,

1A
according to angles 91'91 and 92’ equations (9-c) are

written
sing, _sing _siné,
C, o c, (10)

!
As a result, since 91 and 61 are between 0 and 7[/ 2,

6 =6 (11

They are reflecting equal angles of incidence and reflection.
It should be noted firstly that the establishment of Snell's
laws do not require the assumption of monochromatic
wave, and secondly it 1s the conservation of the projection
vector propagation directions on interface that involves laws
of Snell, and not vice versa.

3. 1. Slowness surface

Slowness surface (L) is the location of the ends of the

m= % led to a fixed point O. Since M and C

vector

are collinear and mC =1, , surface area and slow speeds to
match in reverse pole O and power 1. Slowness surface,
analogous to the surface of optical indices, plays an
important role in the problems of reflection and refraction.
The slow surface of a material own supplies for any
direction, the solutions of the wave equation. Accordingly,
since the vector of the incident wave is known, simply add
the Snell's law to the surfaces of delays for the two materials
without calculation, the vectors of the could
propagate in the one another, their polarization and
acoustic rays (that is to say, the direction of energy
propagation).

In fluid medium, the speed is the same for any direction of
propagation, the slow surface 1s a sphere and its intersection

Oxz)

waves

with the plane of incidence ( here 1s a circle.

Case G <G, -
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3 (usimrn)
=)

D—SU.S—U"?—U‘6—UTSUTLUT3—UTZ—UTl 1] Ull UIE U.I3 U.I4 [.IS 0.6 U.‘? UIE
w0l (3fimm)

Figure 2. Slowness surface case C, <C,.
Noting that each term of equation (10) corresponds to the
projection on the xaxis vector slowness of the incident
reflected and transmitted waves, using the intersection with
the plane of incidence, surface delays of each of semi-
mfinite F1 and F2, can view, graphically some properties of
waves propagating in each medium. It suffices to draw a line

parallel to the axis Oz corresponding to the angle of

siné,
mcidence for 6’1 on the axis Ox, the amount %

(Figure 3. Where € <G 50 %1 > %2) Delaying this

amount to the right provides an intersection with each curve
of slow circles F1 and F2 and consequently, yields the
angles of reflection and transmission.

Sfuid 1

fuid 2

sinfl,
€ I : [ [
€y

W E

Figure 3. Using the intersection with the plane of incidence
of the slowness surface of each semi-infinite medium [3].

3. 2. Harmonic solution

The source to infinity is monochromatic pulsation =
a vector wave number associated with each plane wave

pressure ﬁzﬂ r)b and ﬁz can be defined,

Are

— _ w _,

ka == klna - _na (12_21)
C,

— N a) .

kb = klnb =—n, (12-b)
G,

— . a _,

kz = kznz =—1h (12-¢)
C,
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And the use of a solution can be written

(ﬁi (x,z;t) = A exp{—i(IZi.O—M—a)t)} )
P.(x,z;t)= Alexp{—i(lza.O—M—a)t)}
P, (x,z;t)=B, exp{—i(lzb.O—IVT—a)t)}

(

And
—at )} (13-0)

B, (x,z;t)= A, exp{—i k,.OM
According to equations (9-c) written in paragraph (§ 3) that

come from writing the boundary conditions at the interface

(13-a)

(13-b)

z=0, written for all values of x and ¢ the projections on

the interface (OX) vector wave number kaa kb and k2
are equal :

kxa = kxb =kx2 :kx (14‘)
The laws of Snell (10) and equal angles of incidence and
reflection (11) who sell require, in the FI environment,

equality (at sign) projections on the axis (OZ) vector wave

number ka and kba :

kza =- kzb = kzl (15)

In summary we write :

ka = kxé'x + zléz (16-21)
kb = kxéx - kzléz (16-b)
k2 = kxéx + kzzéz (16-¢)
And

OM = x€, + Z€, (16-d)

The formula for the pressure field in the middle F1

Rzt =R(%zt)+ 0 (% zt) =Ag o) g lorer
(17)
And that F2 is in the middle

r)z (X, Z,t) — Aze*i(kxmkzzz,wt)

Equality of pressures (2-a) z=0 leads to

A2e kX a)t

Aie—i(kxx—a)t) n éle i(kyx—aot)

Hence
(19-a)

(19-b)
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(20-a)

R,=B,/A
T,=A/A

Are the coeflicients
pressure

(20-b)

of reflecion and transmission of

amplitude.

z

The partial derivatives with respect to & pressures can be

written

Z—AF;(X 7 '[) l{_'&le—ikzlz n éleikuz}e—i(kxx—wt)
(21-a)
And

8 —i Z X—
apzz(x z;t) = —ik,, Ae e (e (21-b)

Their report in the condition (4-b) equality normal speeds

(b) L= 0 leads to

Ikzl _ o) i(kyx—ot)
SHAB)e

k N ~—i(k X—at
= Mo p giteae) vy 720wt
P>

Or

kz A LR 22 A
“L(-A+B)=——2A,
P P
(22-a)
Hence

knpg Ko _ka
y2i P P> P y2i

(22-b)

Solving the system of two equations (19) and (22) with two

R and T

unknowns p leads to

R — _kzz/pz + kzl/pl

- 23-
P kzz/pz + kzl/pl (282
And
T = 2k, /Py ©3h)
P kzz/p2+kzl/pl o

k,, and k,, 1,
6.k, and 6,

By replacing their respective expressions

In terms of kl’

k,,=k, cos 6,

(24-a)

And

kzz :kz Cos ‘92 (24-b)
And introducing the characteristic impedances Zl and Zz
of the two media F1 and F2

Z,=pC (25-a)
And

Z,=p,C, (25-b)
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The coeflicients of reflection and transmission (23) can be
written

A - —-c0s6,/Z,+cos6,/Z,

P cos6,/Z,+cosb,/Z, (26-2)
And
T - 2¢0s6,/Z, _
 c0s8,/Z,+cos6,/Z, (26-b)
Or

A - Z,/cos6,—2,/cosb,
P Z,/cos8,+Z,/cosb,
And
F o 2Z,/cos 6,
P Z,/cos@,+Z,/cos0,

(27-a)

(27-b)

Examples of changes in coefficients of reflection and
transmission of pressure amplitude, depending on the angle
of incidence are presented in the figures below.
For an angle of incidence equal to 30° [1, 2, 3], a
“rupture” appears in these curves. This angle 1s the critical
angle for the interface considered above which the
transmitted waves are evanescent.

3. 3. Evanescent waves

In the case where C>C and 91 > Hc' the
transmitted wave becomes evanescent its amplitude
decreases exponentially with a distance from the interface
[1, 2, 3]. The total reflection phase shift accompanied X by
a reflection given by the argument of the complex reflection
coefficient. The sum of the incident wave and the reflected
wave produces a standing wave totally vertically and
horizontally progressive.

4. Numerical results
Example 1 :

4,=2000 Kg/n?,c, =750 nys, p, =2500 Kg/nt,c,=1500 ny’s

reflexionAranstission Coef

O thetac

Phase (Degre)

o | H | H H H H '
0 20 40 60 60 0 20 40 [=i1] 60
Incident  angle (Degre) Incident  angle (Degre)

Figure 4. Magnitude and phase of the reflection and
transmission coefticient for Example 1

Example 2 :
=300 Kg/n?,¢, =750 ny's, o, =1000 Kg/nT,c, =1500 ny's
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reflexionfransmission Coef

Modul
Phase (Degre)

u} 20 40 =] =] i} 20 40 B0 a0
Incident  angle (Degre) Incident angle (Degre)

Figure 5. Magnitude and phase of the reflection and
transmission coefficient for Example 2

Example 3 :

A =1000 Kg/nt,G =750 1’s, o, =1000 Kgy/nr?, ¢, =1500 s

reflexionftransmission Coef
18 1 : 1 : ! ! !

tlacul
Phase (Degre)

04

O T w  m I TR R
Incident angle (Degre) Incident  angle (Degre)
Figure 6. Magnitude and phase of the reflection and
transmission coefficient for Example 3.
With :
I Reflection coefficient;
7: Transmission coefficient;
Using the construction of Figure 3, it appears that from a

6,

certain angle of incidence noted Yc and called critical angle

for the interface F1/F2 considered (where G < Cz) [1, 2,

3], there 1s no longer intersects the line parallel to Oz with
the slow curve of the medium (Figure 7-a). Corresponding
waves in the middle F2 are no longer propagating and
become evanescent: they see their energy propagating in
parallel to the interface whereas the pressure amplitude

decreases exponentially in the direction of £ increasing.

The value of the critical o

c 18
6, = arcsin (y .
C2

This corresponds to

angle given by

O ="y,

When & > €21 construction of Figure 7-c. shows that there
1s no critical angle on the interface considered.
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Reflexion/ Transmission of a plane wave on a plane interface

b}

sinb
uid 1

Sfluid 2

) I

Figure 7. Intersection with the plane of incidence of the

slowness surface for an interface F1/F2 -a) C, <G, -b)
G, <Gy, _ Q) G, >C, [3].

4. 1. Discussion of results

In the i1deal case where the interface is considered
perfectly flat, while the second medium has characteristics

different from those acoustic (pl’cl) and (pzvcz)’ a
portion of the energy of the incadent wave will be
transmitted in the second medium. The consequence 1s that
the reflected wave will be assigned a reflection coefficient of
modulus less than or equal to 1 [1, 2, 3, 4, 5, 6]. If the
reflecting medium has a velocity greater than that of the F1
community, we have seen that there exists a critical angle

0

¢ at which transmission 1s impossible, the modulus of the
reflection coefficient is then equal to 1 [1, 2, 3, 4, 5, 6] (the
phenomenon of total reflection). At the critical angle the
reflection coefficient decreases sharply with the angle, and
when close to vertical it depends only on the characteristic
mmpedances of two media. In the presence of damping in
the second medium the phenomena will be slightly
modified; in particular the coefficient of total reflection will
be slightly less than 1. Finally, if the reflecting medium is
mmpedance is very small or very large compared to that of
the F1 community, the incident wave will reflect almost no
energy loss, the reflection coefficient (the ratio of the
amplitudes of waves reflected and incident) will equal 1
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regardless of the angle [1, 2, 3].
The reflection coefficient of transmission of the pressure in
the second medium, affecting the amplitude of the refracted

wave 1s given by T=1+R. The pressure level of the
transmitted wave can exceed that of the mcident wave. This
result simply reflects greater continuity of pressure on both
sides of the interface, and in no way violates the law of
conservation of energy and can easily show that the mntensity
1s equal to the sum reflected and transmitted intensities.

5. Conclusion

When the speeds of wave propagation in C. and &

circles F1 and F2 are such that & <C

0

mcidence 91 rated Yc called critical angle for this interface
from which the transmitted wave in the middle F2 becomes
evanescent. The reflectance in the middle F1 becomes
equal to 1 module (total reflection), but there is always the
presence of acoustic energy in the medium F2. The
evanescent transmitted wave propagates parallel to the
mterface, while its amplitude decreases exponentially with
depth (when zincreases), perpendicular to the interface.

21 there 1s an angle of
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Abstract :

The obyective of this study is the realization of zinc oxide (ZnQO) thin films intended for optoelectronic applications. For this
purpose, thin films were prepared by spray pyrolysis technique from zinc acetate solutions of difterent molarities (0.025 M,
0.05 M and 0.1 M) used as precursors on S and glass substrates heated between 200 and 500 °C. The nozzle to substrate
distance was varied between 20 and 30 cm. Structural, optical and electrical properties of the films have been studied. The
results indicated that the films deposited were transparent in the visible region, well adherent to the substrates and presented
surface roughness. All samples were polycrystalline in nature, having hexagonal wiirtzite type crystal structure. A (002)
preferred orientation was observed at 450°C and a 0.025M molarity. The optical energy gap measured was about 3.3 eV. The
refractive index values presented small variations with the deposition conditions and were located between 1.8 and 2.0. The
electrical properties showed that the samples are natively n-tvpe semiconductor and the electrical conductivity at room

temperature varied between 10" and 10 (Q.cm)’.

Keywords :thin films, semiconductor, band-gap, refractive index, electrical conductivity, optoelectronic.

1. Introduction

Zinc oxide (ZnO), a II-VI type semiconductor with a large
direct band gap of 3.4 eV, belongs to the family of
transparent conducting oxides (TCO). It is a potential
candidate for transparent front face electrodes on solar cells
and flat panel displays owing to its electrical conductibility
along with its high transparency [l1-4]. Spray pyrolysis
deposition (SPD), used here to prepare ZnO films, consists
of spraying a Zn-containing precursor solution onto a
heated substrate. The film forms as the solution’s atomized
aerosol droplets vaporize on the heated substrate leaving
behind a dry precipitate for thermal decomposition. SPD
has the advantages of set-up easiness vacuum-less, cost-
effective, and flexibility over the plasma film deposition
methods [5]. Large surface ZnO films can thus be deposited
under atmospheric conditions on substrates from low-
priced chemicals, while monitoring the preparation process
step by step [6]. However, the physical and chemical
properties of the films thus prepared depend on the process
parameters such as the substrate temperature, the precursor
concentration of the starting solution, the gas pressure, the
solution flow rate, the deposition time and the nozzle-
substrate distance [7-8]. The aim of this work is to study the
structural, optical and electrical properties of ZnO thin films
prepared by SPD under different substrate temperatures,
precursor molarity values and spraying gun nozzle-substrate
distances m order to optimize the deposition conditions
yielding ZnO films with desired physical properties for
particular  applications.  X-ray  diffraction  (XRD),
transmittance measurements under UV-Visible,
ellipsometry and electrical measurements were used to
evaluate these properties. The evolution of the properties of
the sprayed ZnO films 1s discussed and correlated to the
deposition conditions.

2. Experimental Details

A. Sample preparation

The zinc oxide films were deposited by spraying a solution
of zinc acetate dihydrate (Zn(CH.COO)., 2H.O) dissolved
in doubly distilled water onto silicon and glass substrates.
The substrate temperature was varied between 200 and
500°C and measured via a Chromel-Alumel thermocouple.
Precursor concentrations of 0.025M, 0.05M and 0.1M were
used. The distance between the substrates and the spray gun
nozzle was varied between 20 and 30 cm.

B. Sample Characterization

The structural properties of films were studied by X-ray
diffraction, using Cu-K, radiation of wavelength
A=1.5405 A. The size D of the crystallites was calculated
from the Scherer’s formula [9]. The thickness and the index
of refraction were determined from ellipsometric
measurements performed on ZnO films deposited onto Si
substrates. The transmittance of the layers deposited on
glass was measured in the UV-Visible region using a double
beam spectrophotometer (Shimadzu 3101PC). The gap
energy L of the ZnO films deposited on glass substrates was
determined from their transmittance 7°(4 ). The absorption
coefficient a (1), in the spectral region of absorption of the
light, was deduced from the Beer-Lambert law [10].
According to the Tauc's theory for the direct allowed
transitions such as those occurring in the direct gap of ZnO,
o (Av) close to the band edge 1s :

a-hv:Ath—Eg

whereA is a constant of proportionality and /Avis the energy
of the incidental light photons. £ can be estimated by

9

extrapolating to the /A v- axis the linear part of the (a0 42 v)
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curve. The limit of absorption below £, can be described,
empirically, by :

a(hv)=a,exp , hE

Urb
The Eiw parameter was determined by the variation of
loglo) with Av. The electrical properties of the layers were
determined using the 7 (V) characteristics measured by the
two points technique for a coplanar structure with two gold
electrodes deposited by pulverization.
3. Results and Discussion
A. Structural Characterization
X-ray diffractograms of ZnO thin films deposited on glass at
various substrate temperatures and a concentration of
0.06M are represented on figure 1. The films are
polycrystalline, made of only one hexagonal phase of
wiirtzite type. They show a maximum intensity for the peaks
(100), (002) and (101). The (002) peak appears in all the
diffractograms and its intensity increases with the
temperature.

o
28 [dez.)

Fig. 1 XRD patterns of ZnO thin films with a molarity of 0.05M
deposited by spray pyrolysis for various substrate temperatures.

The domination of this peak, at 450°C, indicates that the
growth with the ¢ axis perpendicular to the substrate is
favored. This type of growth is especially important for
piezoelectric applications. The orientations (100) and (101),
corresponding to anc axis parallel to the surface, have as a
basic plan formed of a mixture of zinc and oxygen atoms of
equal numbers, which facilitate the arrangements between
these atoms, and consequently requires less energy, and this
explains their appearance at low temperature. The
preferential orientation (002) 1s observed at 450°C. This
result is critical for piezoelectric applications [11]. Krunks et
al. have related this preferred orientation in sprayed films to
the higher chemical purity of the layers grown at high
substrate temperature. It was shown that the chemical purity
of the films 1is controlled by the level of thermal
decomposition of metalorganic complex compounds
formed in the starting solutions [11-13]. The variations of
estimated grains size 1) with temperature are represented on
figure 2. The size of the grains increases from 27 to 80 nm
when the temperature of growth varies from 200 to 450°C.
This evolution is normal because the increase in the
temperature of deposition or treatment 1is always
accompanied by an increase in the size of the grains
whatever the technique of development used [14]. The
samples deposited at high temperature grow more slowly,
which is equivalent to an annealing of the layer in
formation, involving an increase in the size of the grains.

The results obtained here agree well with the works of
Chopra and Roth et al. [15-17] that showed that the grains
size increase with the films thickness.

2

754 M =0.05 mol/l /O

a s
O
X 504
g
g
(@)
o
25

200 250 300 350 400 450
Substrate temperature ( °C)

Fig. 2 Variation of the estimated grains size with the substrate
temperature.

B. Optical Characterization

The transmittance spectra 7°(4) of ZnO films deposited on
glass are shown on figures 3 and 4. Transmittance strongly
depends on the temperature. As mentioned above, at low
temperature, the reaction of decomposition of the droplets
remains incomplete and the impurities are self incorporated
m the material. Consequently, the mass deposited will be
more important and, moreover, absorption will be stronger,
which explains the low coefficient of transmission and its
dependence on the wavelength in the visible region. On the
other hand, at 450°C,

100

—*— 450°C
—0—400°C
—a—300°C

M=0.1 mol/l

Transmittance (%)
W
=)

300 400 500 600 700 800
Wavelength (nm)

Fig. 3 Varation of the optical transmittance with the wavelength
for different temperatures of deposition at (0.1 M.

100
—a— 0.025M

—0—0.05M
—*—0.IM

T = 450°C

Transmittance (%)
9]
S

0 ; ; ; ; ;
300 400 500 600 700 800
Wavelength (nm)

Fig. 4 Variation of the optical transmittance with the wavelength
for different molarities at 450°C.
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The transmittance 1s raised and depends slightly on the
molarity. This indicates a complete thermal decomposition
of the droplets involving the formation of a material close to
the stoichiometry, which leads to layers of lower
thicknesses. This 1s in good agreement with the results of
Zaouk et al. who showed that at higher temperatures, there
is enough energy available for the thermal decomposition,
solvent evaporates before the droplets reach the substrate
and only the solid precursor reaches the substrate where
thermal decomposition occurs [11]. Consequently, the
grown material is dense and the obtained films are relatively
thin. Moreover the flat nature of the spectrum in the visible
indicates that the material does not absorb in this region,
which minimizes the thickness effect and thus the
dependence on the molarity. That 1s also a consequence of
the disappearance of the impurities following volatilization,
at high temperature, of the secondary reaction products.
The values found for the coefficient of transmission are
about 70 to 85%, which gives the thin ZnO films the
character of transparency in the visible region and makes
this material a potential candidate for optoelectronic
applications.

3,30

>

; S -0l M
. w0 05 M
1* — " —0025 M

Optical gap energy (V)
“LA:I
=

200 250 300 350 400 450 SO0
Substrate temperature [ °C )

Fig. 5 Vanation of the optical gap energy with the temperature of
deposition for different molarities .

120

M= 0.1 mole/l, T, = 450 °C
—~ 1101
> *
2 1001
2 90
S§)
80

70

20 25 30
Nozzle-substrate distance (cm)

Fig. 6 Variation of the Urbach parameter with the nozzle-substrate
distance.

The fundamental absorption region, due to the electronic
mnter-band transitions in ZnO films, is located in UV.
According to (1), the value of the energy of the gap, L, is
estimated by extrapolating to the /1 /-axis the linear part of
the (0 /2 /)*-curve. In figure 5, it can be seen that there is an
influence of the conditions of deposition on the gap. In
particular, this latter grows with the temperature. The
energy of the forbidden band of our layers 1s approximately
3.3 €V which is lower than the value 3.37 €V of massive
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7ZnO. Our results are in agreement with the work of
Srikantand Lin et al. [18,19]. The increase in £ can be
correlated to the size of the grains which increases with
temperature [14], this makes the value of £ tend towards
that of the massive ZnO. This point of view is similar to the
observation of Ayouchi et al. [20], who had, on the
contrary, obtained values of £ higher than those of
stoichiometric massive ZnO and thus observed a decrease
of F with the temperature. This phenomenon was
attributed to the reduced grains size in the thin layers of
7ZnO prepared by this technique and to the oxygen
deficiency confirmed by XPS studies [20]. The low value
obtained for the optical gap, for the film prepared with a
molarity 0.IM at 200°C, 1is probably due to the
mcorporation of impurities and to structural defects which
can be correlated with measurements of the refractive
mdex. The low value obtained under these conditions
indicates that the film is more porous than the others. From
the variations of the refractive index with the deposition
temperature, for various molarities, values situated between
1.7 and 2.0 are deduced, in agreement with the literature.
The reduction of the refractive index with the raise of the
concentration, observed, is compatible with the fact that the
layer thickness increases with the molarity to the detriment
of the density and, consequently, the drop of the index can
be correlated to porosity.

It 1s possible to estimate the disorder existing in the layers
by studying the variations of the absorption coefficient [20].
According to (2), the band tail width, ., 1s determined by
the variations of logla) with Av The values found for the
Urbach energy are comparable with those found by other
authors [21]. The decrease in K, by increasing the
deposition temperature or, as can be seen in figure 6, the
nozzle-substrate  distance, indicates that, under these
conditions, the structural disorder and the defects decrease.
Indeed, increasing the distance between the substrate and
the spraying nozzle makes the layer to be formed at a longer
time and, when the temperature is raised enough, that is
equivalent to annealing the layer being formed.

450°C
400°C
200°C

PL Intensity ( aw.)

a2 G0 eV

=

i's 20 25 EX 35
Energy (V)

Fig.7. Photoluminescence spectra, at room temperature, of ZnO
thin films deposited on Si substrates at different temperatures with
a concentration of 0.025M. The inset 1s a magnification of low
energy region (1.4-2.9 V)
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The photoluminescence (PL) was detected in all our ZnO
samples and the shape of the spectra depends on the
conditions of deposition (Fig. 7). In the ZnO film deposited
at 200°C, a green luminescence band appears at about
2.5 €V (clearly seen in the inset of figure 7). It may be
attributed to oxygen vacancies [22,23] due to an incomplete
reaction when the film is deposited at low temperature. The
green-yellow emission bands are usually assigned to one of
the donor and acceptor mid-band-gap defect states such as
oxygen vacancies, zinc interstitials, zinc vacancies, or antisite
defects [24]. In the PL spectra of the samples deposited at
400 and 450°C the green luminescence band quenches and
a red luminescence band appears at about 1.88 ¢V. The
band is broad with a FWHM of about 0.5 ¢V. Its shape 1s
Gaussian and the peak intensity increases with temperature.
Even though the origin of red emission bands in ZnO
remains an open question, this may be a result of an
increase in the concentration of defects caused by oxygen
interstitials  [25-27]. Another peak seen for all films is
located at 3.35eV. Its intensity decreases with the
deposition temperature. The bandgap of ZnO at room
temperature found being about 3.3 €V, this suggests that this
emission peak Is excitonic in nature [28, 29].

-50
A = 0.025 mol/l
Ts =300 °C
T~ -5.51
g E-0162¢eV
2
c
~ 6.0
b
=
-6.5 . .
275 3.00 3.25 3.50

1000/7 (K1)

Fig. 8 Variation of the electrical conductivity of the ZnO thin
layers with the heating temperature.

50
—u— 0.025M
40,*0* 0.05 M
_ —*— 0.1 M
’é 30+
O
€ 20-
o]
10
07 ? T $ T T T
200 250 300 350 400 450
Substrate temperature ( °C)
Fig. 9  Varations of the electrical conductivity with the

temperature of deposition for various concentrations.

C. Electrical Characterization

The electrical properties of the ZnO thin layers are of a
considerable interest, in particular in the photovoltaic
applications. Fig. 8 represents the variation of the electric
conductivity o of the ZnO thin films with the heating
temperature. It is expressed as a linear decrease of log (o)
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with the reverse of the temperature. The behaviour is
characteristic of a semiconductor. Fig. 9 shows the
variations of o with the deposition temperature 75 for
various concentrations. At low deposition temperatures the
conductivity remains low. This can be correlated to the
structure of the films. Indeed, XRD results indicated the
presence, at low temperature, of grains of small size. As the
grain boundaries reduce the mobility of the carriers and
since the conductivity is proportional to this parameter, this
explains the low values of the conductivity of the prepared
samples at low temperature. However, by increasing the
temperature of the substrate beyond 400°C, the quality of
films improves and the increase in grains size justifies the
raise of the conductivity.

The activation energy informs about the position of the
Fermi level F: relatively to the bottom of the conduction
band I It 1s deduced from the measurement of
conductivity ¢ at various temperatures by using (3), &s being
the Boltzmann constant :

O =0,.€Xp “|,E=E-L
B
04
—u—0.025M N

03_' --0-- 005 M \‘\‘\
— 1--*--01 M \
> ! 3
o 1 |
~ 02' — \\

200 250 300 350 400 450
Substrate temperature ( °C)

0.0-

Fig. 10 Variation of the activation energy with the deposition
temperature for different molarities.

M =0.025 mol/l

200 250 300 350 400 450
Substrate temperature ( °C)

Fig. 11 Vanation of the electric conductivity and the activation
energy with the deposition temperature.

Fig. 10 shows vanations of £ with the deposition
temperature for different concentrations of the starting
solution. The maximum value of the activation energy
found with our samples 1s about 0.35 e¢V. This value 1s
lower than the half of the found energy gap which 1s about
3.3eV. This indicates that the films are n-type
semiconductors. This is In agreement with the literature
since it 1s generally known that the ZnO thin layers are
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natively n-type. In Fig. 11, it 1s shown that at given
measurement temperature the conductivity increases when
the activation energy decreases. This is in agreement with
(3) and confirms, again, the semiconducting behavior of the
deposited layers.

4. Conclusion

In this work, ZnO thin films were prepared by the spray
pyrolysis technique under various experimental conditions.
Thus, various substrates (glass and silicon), several
temperatures of deposition (from 200 to 500°C), various
concentrations of a zinc acetate solution (0.025M, 0.05M
and 0.IM) and spraying gun nozzle-substrate distances
varying from 20 to 30 cm were used. The deposits were
carried out 1n air. Several series of samples were prepared
and their structural, optical and electrical properties studied.
The analysis of the results showed that the deposited films
characteristics depend on the experimental conditions. The
correlation with the properties of the layers made it possible
to optimize the parameters of deposition that lead to

semiconducting  7ZnO thin layers having a great
transparency. This makes 7ZnO thin films a serious
candidate in optoelectronic applications. The highly

orientated films obtained at a temperature of 450°C and a
molarity of 0.025M show that this simple technique can be
effective in piezoelectric applications for the manufacture of
cheap ultrasonic oscillators and transducers devices.
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Abstract

Cu.ZnSnS: (CZTYS) thin films are a potential candidate for absorber layer i thin film solar cells. CZTYS films were deposited by
spray ultrasonic technique. An aqueous solution composed of copper chloride, zinc acetate, tin chloride and thiourea like
precursors 1s sprayved on heated glass substrates at various temperatures. The substrate temperature was changed from 280°C to
360°C in order to mvestigate i1ts influence on CZTS films properties. The DRX analvses mdicated that Cu.ZnSnS. films have
nanocrystalline structure with (112) preferential orientation and a crystalline size, ranged from 30 to 50 nm with increasing
substrate temperature. The obtained films are composed of SnS, ZnO, ZnS and Cu./nSnS. phases. The optical films
characterization was carried by the measurement of UV-visible transmission. The optical gap was deduced from the absorption

spectra. Broad emissions at around 1.27 eV was observed in the photoluminescence spectrum measured at 77 K.
Keywords: CZTS, photoluminescence, thin films, Transmission, spray technique, XRD.

1. Introduction

Quaternary Cuw.ZnSnS. (CZTS), which consists of
abundant materials, 1s one of the promising materials for
absorber in thin films solar cell, due to its excellent
properties, such as suitable band-gap energy of 1.4-1.5 ¢V,
and large over 10'cm 'absorption coefficient [1]. Therefore,
these properties make CuZnSnS: a potential material for
photovoltaic applications. It i1s known that the electrical,
optical, morphological and structural properties of this
material are strongly influenced by the used deposition
technique and by the related experimental parameters.
Several techniques have been employed for preparing
CZTS thin films: sputtering [1, 2], thermal evaporation [3],
photo-chemical deposition [4].... Among these techniques,
spray ultrasonic appears as an interesting technique for
preparing CuZnSnS. thin films [5]. This technique 1s very
attractive because it 1s inexpensive, easy and allows obtaining
optically smooth, uniform and homogeneous layers. In this
work, the effect of substrate temperature on both of the
structure, chemical composition, optical and electrical
properties of CuZnSnS. thin films, deposited by ultrasonic
spray, has been investigated.

2. Experimental procedure

CZTS Thin films were deposited by spray ultrasonic
in air. The initial solution is prepared from Copper chloride
CuCl: (0.01M), zinc acetate (0.005M), tin chloride SnCl.
(0.0056M) and thiourea SC (NH.): (0.04M). These salts used
as sources of different elements (Cu, Zn, Sn and S) are
diluted i methanol. In order to optimize the temperature
deposition, the substrate temperature was changed from
T=280°C to 360°C with a step of 20°C and the spraying
duration was fixed at 4>min. The structural properties were
determined by XRD using a Philips X’ Pert system with

CuK, radiation (CuK, =1.5418A). The films morphology
and composition were analyzed using a microscopic
scanning SEM equipped with an EDX analysis system. The
Optical transmissions in the UV-Visible range (300-
2400nm) measurements were used with a Shimadzu UV-
3101 PC spectrophotometer.

Finally, for photoluminescence the samples were excited by
a 60 mW laser diode emitting at 488 nm. The PL signal was
analyzed by a monochromator equipped with a 600
grooves/mm grating and by a photomultiplier tube cooled at
190 K. The spectral response of the detection system was
precisely calibrated with a tungsten wire calibration source.
For measurements at low temperature, the samples were
mserted 1n a cryostat equipped with fused silica windows.

3. Results and discussion

3.1 Structural properties

The X-ray diffraction patterns of the CZTS thin films
synthesized at various substrate temperatures are shown in
figure 1. The diffraction angles vary from 20° to 60°. For all
of the as-deposited films, peaks assigned to the (112), (200),
(204) and (312) planes of CZTS are presents in the whole
diffraction patterns. However, preferential (112) orientation
was observed for all deposited films. Moreover, for higher
substrate temperatures, one can clearly see the apparition of
CZTS new peaks assigned by the (114) and (031)
orlentations [6].In addition, peaks of ZnS, ZnO and SnS
related to the secondary phases are seen in figure 1.The
mndividual crystalline size (D) in the films has been
determined from (112) peak by using the Scherrer's formula
[7].

KA

:/5’ cos ¢

Where K is the Scherrer constant value corresponding to
the quality factor of the apparatus measured with a

D
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reference single crystal, A 1s the wavelength of the X-ray
used; B 1s the full width at half maximum of the peak and 6
is the Bragg angle. The crystalline size in films of different
thicknesses is of the order 30-50 A and is in good
agreement with the reported values [8].
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Figure 1: XRD patterns of CZTS films deposited by the spray
ultrasonic at different substrate temperature.

3.2 Optical properties

Optical properties of the deposited Cu.ZnSnS. films
are studied by the analysis of the spectroscopic optical
transmittance in the visible range. In figure 2 is reported the
transmittance spectra of films deposited with various
substrate temperatures. From the solid band theory, the
relation between the absorption coefficient o and the energy
of the incident light (hv) is given by:

(ahv)" =B (hv-Ey)
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Figure 2: Optical transmission spectra of CZTS thin films
prepared at various substrate temperatures.

Where B 1s a constant, E. the band gap energy and n=2 or
1/2 for crystalline (direct transition) or amorphous CZTS,
respectively.

The variation of the deduced optical gap of films with
substrate temperature 1s reported in figure 3, as seen, at
substrate temperature of 280°C, 300°C and 320°C the values
of optical gap are 1.6 €V, 1.5eV and 1.45 eV respectively.
These values are in good agreement with CuZnSnS: band

gap values reported by other authors [9, 10]. Higher
substrate temperatures 340°C and 360°C yielded to 1.8 ¢V
and 1.76 ¢V optical gaps.
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Figure 3: Variation of the optical gap as a function of the substrate
temperature

The increase i optical gap with increasing substrate
temperature can be due to improvement in the films
crystallinity as shown in figure 1. Such a band gap shift can
be related to the formation of different Zn-content
according to the DRX diffractograms and EDX (Zn-riche,
Cu-poor) analysis. The incorporation of ZnS (with gap
above 3.5 €V) has resulted in a large shift of the band gap of
other materials such as CulnS. [11]. In another work,
Torodov and al [12] fabricated CZTS thin films by soft-
chemistry method and they reported that the optical gap
vary from 1.33 to 1.86 ¢V where the films are Zn-riche and
Cu-poor.
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Figure 4: (a), EDX characterizations of as-synthesized CZT'S thin
films.
(b), Surface morphology images by SEM observation.
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3.3 Morphological and composition

As shown 1n figure 4(a) the elemental composition of
CwZnSnS: of thin films deposited at 360°C of substrate
temperatures 1s determined from EDS analysis. From this
analysis we conclude that CZTS films are Zn-rich, Cu-poor
and sulphur deficient. Sulphur deficiency is significantly
higher with increasing substrate temperatures; this is due to
the sulphur volatility. Sundra et al [8] have also noticed the
sulfur deficiency in CZTS thin films prepared by RF
magnetron  sputtering.  Spray-deposited CZTS  films
obtained from pure aqueous solution by Nakayama et al
[13] in the substrate temperature range 553-633K are also
sulphur-deficient (28-38 at %). Previous works suggests that
a slightly Zn-rich and Cu-poor composition gives good
optoelectronic properties [14, 15, 9].
Figure 4(b) presents the surface morphology images by
SEM observation at substrate temperature 360°C. It can be
seen from the figure that the films consist of compact
structure grains with sub-micron size. Our film had larger
and more densely packed grains than that reported in Ref.
[16]. It 1s well known that the efficiency of polycrystalline
solar cells increases with Increasing grain size in the
absorber layer, hence larger grains are required for the
fabrication of high efficiency solar cells [16, 17].

10
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Figure 5: PL spectra of the CZT'S thin films grown at substrate
temperatures of 320°C.

3.4 Photoluminescence

Figure 5 shows the photoluminescence spectrum
of the CZTS film at 320 °C measured at 77 K. As seen, a
large peak of emission localized at 1.27 ¢V was observed.
This later peak was observed by several authors [17. 18.19]
which is intense and perfectly symmetrical. However, the
same authors have noted also the dissymmetry in this peak
of emission.

4. Conclusion
CuZnSnS; thin films have been successfully deposited by

spray ultrasonic technique. The effect of substrate

46

temperature on the growth of spray-deposited Cu.ZnSnS.
thin films mvestigated. In conclusion, kesterite
structured CZTS with satisfactory nearly stoichiometry and
the crystalline sizes in the range 30-50 nm were obtained.
The band gap of the obtained CZT'S films was ranged from
1.45 to 1.8 €V indicating that the deposited film at 320°C
has suitable optical properties for efficient solar energy
conversion.

was
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Abstract

This paper presents the effect of solution temperature on optical, electrical and photoconducting properties of CdS films
prepared by chemical deposition method. The solution temperatures used varied between 55 and 75 °C. X-ray diffraction
analysis showed that the prepared films have an hexagonal structure with (002) reflection. The transmittance data analysis showed
a high transmission coefficient in visible range (85%) and an optical band gap lying between 2 and 2.4 eV. Scanning electron
microscopy (SEM) and electrical measurements showed a pronounced effect of the solution temperature on thickness, dark

conductivity and photoconductivity to dark conductivity ratio (Gu./cws) parameters. The evolution of such parameters as a

function of temperature are presented and discussed. It was found that the (G/0Cus) ratio reaches high values of the order of 10
and 10" at 55 and 65 °C, respectively. These results indicate that CdS thin films prepared at these temperatures are convenient for

optoelectronic and photovoltaic applications.

Keyswords: CdS thin films, Chemical bath deposition (CBD), Physical properties, Solar cell.

1. Introduction

Nowadays, the fabrication of high efficiency solar cells
based on CdS/CdTe, CdS/CulnSe: and CdS/Culn(Ga)Se:
thin films heterostructure [1-4] has increased the studies on
this technologically relevant semiconductor material. The
chemical bath deposition (CBD) of thin films is the most
widely employed method [5] for fabricating n-type window
layers on Culn(Ga)Se., CulnSe. and CdTe solar cells [6-9].

Several studies reported in the literature showed the role of

the chemically deposited CdS films window layer on solar
cells efficiency [2, 3, 10]. For this purpose several properties
are required for the CdS thin films such as: (i) relatively high
transparency and wide band gap (i) relatively large
conductivity to reduce the electrical solar cells losses and
higher photoconductivity to not alter the solar cell spectral
response. However, the production of CdS films stll
requires further mvestigation. In the present work, CdS thin
films were grown by chemical bath deposition method.
Optical, electrical and photoconducting properties have been
mvestigated as a function of bath temperature in order to
study their growth mechanism and achieve highly
transparent, conductive and photoconductive layers.

2. Experimental

The CdS thin films were deposited on glass substrates
from a chemical bath containing deionised water, cadmium
acetate Cd(CH:COO):2H:O (5 10" M), Thiourea SC(NH.).
(2 10* M) and ammonia NH.OH (2M). Cadmium acetate
and thiourea were employed as cadmium and sulphur
sources, respectively. The substrates were cleaned
ultrasonically in acetone and methanol, rinsed in distilled
water and dried i hot air. After drying, the samples were
mserted vertically into the chemical bath. The solution
temperatures were varied from 55 to 75°C. The deposition
time was 60 min for each film.

After elaboration, films thicknesses were determined from
profilometry measurements. The surface morphology of the
films was analysed by scanning electron microscopy (SEM).
The structural characterization was carried out by the X-ray
diffraction (XRD) technique using an X-ray diffractometer
(Philips X’Pert) with CuKa radiation. The transmittance of
the films was studied using a Shimadzu 3101 PC UV-visible
spectrophotometer. The electrical conductivity and the
photoconductivity of the films were measured in a coplanar
structure obtained by evaporation of two golden strips on the
film surface. For the photoconductivity measurements, the
samples were illuminated by unfiltered white light from a
halogen lamp; the light intensity was 3000 Lx.

3. Results and discussion
3.1 Structure and morphology

The SEM images of CdS films deposited at the solution
temperatures: (a) T's = 60°C and (b) T's = 65°C are shown in
Figure 1. The images display homogeneous and continuous
thin layers with small crystallites. These thin layers are
originated from heterogeneous reaction via the ion by ion
mechanism as has been reported in previous works [11, 12].
Figure 2 shows XRD pattern of CdS thin film deposited at
Ts = 60°C. It shows only one line that corresponds to the
(002) reflection of the hexagonal structure in accordance
with earlier findings where several authors have observed
that the preferential orientation of the CdS thin films is along
the (002) direction [13-15]. It 1s also interesting to note that
CdS thin film with hexagonal structure is highly favourable
for solar cell applications as a window layer due to its stability
[16].
The variation of the thickness of CdS thin films as a function
of the solution temperature is presented in Figure 3. It is
clear from the figure that the thickness increases with
increasing temperature up to 65 °C, then decreases at higher
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solution temperature (T. > 65 °C). This latter behaviour can
be interpreted as follows:

(1)) In the temperature range (Ts < 65°C), the thickness
increase 1is attributed to the increase of the releasing rate of
the Cd™ and S” ions which nucleate on the substrate to form
CdS particles. Moreover, in accordance with SEM analysis,
the CdS thin film grow with an ion by 1on mechanism and it
is known that the ion by ion mechanism yields films with
larger thickness [17].

(1) At higher temperature (T's > 65°C) the releasing rate of
Cd* and S® ions become too high because of the thermal
effect. Hence, the deposition mechanism changes into
cluster by cluster which needs higher temperatures to occur
as shown in our previous work [18].

1ym EHT=1000k/  SgualA=inlens Signal= 1000 WD=55mm
F————  Mag= 1578KX SgnaB=lnlens Maing=Clf

EHT=1000k/  SgualA=inlens Signal= 1000 WD=56mm
Mag=12877KX  SgnalB=lnlens Mg =CIf

Aemp

Figure 1: SEM micrograph of CdS sample
deposited at the solution temperatures (a) Ts =

60°C, (b) Ts = 65°C
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Figure 2: X-Ray spectrum of a typical CBD-
CdS sample deposited at the solution
temperature Ts= 60°C

48

1400 L]

1300
—
£
(=
=4
[92] 4
@ 1200 ]
I L]
C
X
L
= -
= 1100

1000 .

T T T T T
55 60 65 70 75

Figure 3: Evolution of CdS thickness with
the solution temperature

In this deposition process conditions, CdS can take place by
both heterogeneous and homogeneous reactions leading to
the formation of continuous CdS film at the surface of the
substrate and to the formation of large CdS particle
(Clusters) in the bulk of the solution, respectively. The
heterogeneous reaction competes with the homogeneous
one, which depletes the reactants to form CdS particles in
the bulk solution resulting in a decrease of the thickness.

3.2. Optical properties

Figure 4 shows the optical transmittance of CdS
thin films deposited at various solution temperatures. All
films exhibit optical transmittance more than 60 % for
wavelengths larger than 500 nm, which 1s one of the
prerequisites for solar cells window layer [19]. We note a
sharp absorption edge in the range of 400 - 440 nm [20, 21].
The transmittance in the low wavelength region extends to
300 nm. This means that there are disorder effects or
presence of amorphous components in the film [21].
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Figure 4: Influence of solution temperature on
the optical transmittance of CdS films

The absorption coefficient o of CdS thin films was
calculated from the transmittance spectra using the beer-
Lambert approximation. The absorption coefficient o can
be expressed by Urbach relation:

,—Alhv—Eg)’

(1)
ho
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Where A is a constant, Fgis the energy band gap, v is the
frequency of the incident radiation and /4 is Plank’s constant.
The exponent n1s 0.5 for direct allowed transitions. CdS is a
direct band gap material; several workers reported this type
of transition [22-24]. The energy band gap of the films at
various temperatures have been determined by extrapolating
the linear portion of the plots of (a/v)* versus /v to the
energy axis. The band tail width E. (the so-called Urbach

energy) was deduced from the slope of the graph Ln(a) =

(hv). The band gap and the band tail width E. for different
solution temperatures are given in table 1. The same band
gap values (Fg = 2- 2, 4 V) were reported by A. Ates et al.
[25].

Table 1: Optical parameters of CdS thin films for different
solution temperatures

Solution Band gap | Urbach’s
Samples | temperatures | (V) energy E.
(°C) (meV)
1 55 2,3 257
2 60 2,2 380
3 65 2,4 209
4 75 2 590

3.8, Electrical properties
The variation of the dark conductivity as a function
of reverse temperatures is illustrated in Figure 5.

0,01
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1E54

Dark conductivity (Ohm.cm)™*

1E64
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Figure 5: Variation of the dark conductivity as

a function of reverse temperatures for
different samples
The dark conductivity increases with  increasing

measurement temperature indicating the semiconducting
nature of the films. From the variation of the dark
conductivity versus (1000/T) we have deduced the electrical
activation energy F. (see table 2).

To determine the Fermi level position in the forbidden

band, one calculates the ratio( 2E, j The results are
Eg

presented 1n table 2.
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Table 2: ( 2E, ] ratio of CBD-CdS films.

Eg
Solution E 2E,
Samples | temperatures (°C) Eg
1 5d 0,24 0,208
2 60 0,32 0,290
3 65 0,40 0,333
4 75 0,13 0,13

As can be seen from the table 2, the 2E,
Eg
than the unity for all solution temperatures indicating that the
deposited films are of n-type. This 1s in agreements with
earlier findings (26, 27].
The variation of the dark conductivity as a function of the
solution temperature, T, 1s presented in Figure 6. For T's
lower than 65 °C, where the growth mechanism is achieved
via the 1on by ion mechanism, the dark conductivity varies

J values are less

from 10° to 10" (Q cm)’. These values are too low due
probably to the presence of structural disorders and
dislocations as interpreted by D. Padiyan and al [28].
However, in the high temperature region (T's > 65°C), where
the deposition is achieved via cluster by cluster process, the
conductivity reaches 10" (Q cm)”. This behaviour is probably
due to the presence of the hydroxide cadmium Cd(OH): or
to the sulphur deficiency in the deposited films. Indeed,
Lincot et al. [29] concluded that the coexistence of the oxide
and hydroxide cadmium forms is the possible reason for the
sulphur deficiency.

Consequently, we suggest that CdS thin films deposited at
high temperatures contain a high concentration of sulphur
vacancies and cadmium interstices which act as donors
defects in CdS thin films. We conclude that by varying the
growth temperature it 1s possible to promote the deposition
mechanism in order to obtain a high conductivity.
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Figure 6: Dependence of dark conductivity on
the solution temperature
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variation of the photoconductivity to
Ophot
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temperature is shown in figure 7. The photoconductivity of
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the deposited films 1s two to five orders of decade larger than

L. e O
the dark conductivity. The phot

ratio 1s higher in the case of
. . dark L .
films deposited at 55 and 65°C. Its value 1s of the order of

10" and 10° at 55 and 65°C, respectively. Whereas, films

. . o _ o
deposited at temperatures 60 and 75°C exhibit low Gp—hot
dark

ratio. As discussed above the films deposited at these

temperatures contain more structural defects (see table 1).
These defects act as traps for photogenerated carriers, and
hence the reduction in their photoconductivity as suggested

by Rakhshani et al [30].
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Figure 7: Varation of the photoconductivity on the

Ophot N .
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solution temperature.

4. Conclusion

In this paper, we have successfully deposited CdS
thin films by the chemical bath deposition method with
varied solution temperature and using a
Cd(CH:COO):2H:O as a cadmium source. The films
present hexagonal crystalline structure as confirmed by X-ray
diffracion measurements. From the variation of the
thickness and SEM images as a function of solution
temperature we concluded that the CdS films are grown by
the ion by ion mechanism at low temperatures (T's < 65 °C),
then changes towards cluster by cluster mechanism at higher
deposition temperatures (T's > 65 °C). Films grown show
good optical transmission in visible light range and band gap
values vary between 2 and 2.4 ¢V. The solution temperature
shows a pronounced effect on the electrical property where
the dark conductivity values increase from 107 to 10" (Q.cm)’
at higher temperature (T's > 65°C). The photoconductivity of
the deposited films is two to five decade larger than the dark
conductivity. According to our experimental data the
deposited films possess good properties which are the
prerequisites for opto-electronic devices, especially for solar
cell window layers.
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Abstract

ZnQO-based varistors were fabricated by sintering zinc oxide micro crystals with several additives of metal Oxides. The
eflect of sintering temperature on varistor properties of (Bi, Co, Cr, Mn, Sb, Al)-doped ZnO ceramics was mvestigated in the
range of 1280-1350 °C. The average grain size mcreased to J.13 to 7.88 um with the increase of sintering temperature. However,
the nonlinear coefficient of this system was nearly constant i the range of sintering temperature. The highest breakdown voltage
was 1143.4 v/ cm for the varistor sintered at 1350 °C the sample C sintered exhibited the best electrical properties.

Keywords: ZnO; Microstructure; Electrical properties; Varistors

1. Introduction:

7/nQO varistors have been widely used as surge protection
devices due to their highly nonlinear current-voltage (I-V)
characteristics in the normal case, varistors are subjected to
a voltage below their characteristic breakdown and pass only
a leakage current. When the voltage exceeds the breakdown
voltage during voltage fluctuations, the varistor becomes
highly conducting and draws current through it, usually to
ground. When the voltage returns to normal, the varistor
returns to its highly resistive state. [1] Zinc oxide (ZnO)
varistors are formed by sintering mixture of ZnO powders
with small amounts of other oxides, such as Br.O:, Sb.Os,
ALQO;, MnO., Cr.O,, etc., the relationship between the
voltage across the terminal, V, and the current in the
devices, 1, is typically expressed by I = kV “ The term a in
the equation is a nonlinear coefficient, inherent parameter
of varistors representing the degree of nonlinearity of
conduction. It is very important to comprehend the
influence of the sintering process on varistor properties.
The influence of sintering temperature on varistor
properties 1s different with existing compositions of
ceramics. [2]

The purposes of the present study are to develop the
7ZnO-based ceramic varistors. In this work, ZnO-based
ceramic varistors with more than five additives of metal
oxides have been fabricated. The microstructure of the
varistors were studied using scanning electron microscopy
SEM) and X-ray diffracton(XRD) analysis and the
properties of the ZnO based ceramic for use as varistors
were discussed on the basis of the measurements of V(I)
and C(V) characteristics.

2.  Fxperimental procedure

2.1. Sample preparation

7/nO- BuOsbased varistor samples with a nominal
composition of 97.2 mol.9% ZnO, 0.5 mol.% Bi.O, 1.0
mol.% Sb.O:, 0.3 mol.% Al:O3, 0.5 mol.9% Cr.O;, and 0.5
mol.% MnQO. were used, samples (B). Reagent-grade raw
materials were pulverized by an agate mortar/pestle for 1h.
Reagent-grade raw materials were used for preparing the
varistor (C) of 98 mol.% ZnO, 0.5 mol.% B1.O;, 1.0 mol.%
Sbh.Os, 0.5 mol.% Cr.0s, Reagent-grade raw materials were
mixed and homogenized in absolute ethanol media in a

polyethylene bowl with zirconia balls for 24 h. After milling,
the mixture was calcined in air at 750 °C for 2 h. [3] The
calcined powders were pressed into discs of 13 mm in
diameter and 1 mm thickness at a pressure of 1000 kg/cm2.
The discs were sintered at four fixed sintering temperatures
1280 °C, 1300 °C, 1320 °C, and 1350°C in air for 1 hin a
furnace (Nabertherm, MORE THAN HEAT 30-3000 °C),
at a heating rate of 5 °C/min and then cooled in the furnace.
Finally, the surfaces of the sintered Samples were grinded
and covered with silver paste to obtain electrodes. [4]

2.2.  Characterization

The microstructure was examined by a scanning
electron microscope PHILIPS (XL 30). The average grain
size (d) of the ceramics was determined by the linear
intercept method , given by d = 1.561/MN,[5] where L is
the random line length on the micrograph, M 1s the
magnification of the micrograph, and N is the number of
the grain boundaries intercepted by lines. [6] The crystalline
phases were identified by an X-ray diffractometry
(BRUKER - AXS type D8) with CuKa radiation. The
electric field-current density (E-J) characteristics were
measured using a V-I source (TEKTRONIX 370) The
breakdown field (Einve) was measured at 1.0mA/cm’ and
the leakage current density (J.) was measured at 0.8 EuweeIn
addition, the nonlinear coefficient (o) is defined by the
empirical law, J = CE” where J is the current density, E is
the applied electric field, and C is the constant. | was
determined in the current density range of ImA/cm® to
10mA/cny’, wherex= 1/(logE, — Elog,), and E: and E.
are the electric fields corresponding to 1.0mA/cm’
and10mA/cm’, respectively. The capacitance-voltage (C-V)
characteristics were measured at 1 MHz as test frequency
using an RLC meter (KEITHLE 590). The donor
concentration (No) and the barrier height (@) were
determined by the equation (1/C, — 1/2Cy0)* = 2q, +
Vyp)/qeNg where C, is the capacitance per unit area of a
grain boundary, C. is the value of C, when V,=0, V. 1s the
applied voltage per grain boundary, q is the electronic
charge, € 1s the permittivity of ZnO (e=8.5¢0). [7]



3. Results and discussion

Fig. 1 shows XRD patterns to the samples for
different sintering temperatures. In all cases diffraction
peaks corresponding to the major ZnO hexagonal phase are
obtained (JCPDS card no 36-1451), together with some
secondary peaks attributed to the Zn7Sb2012 spinel and
the Bi203 phases (JCPDS cards no 36-1445 and no 41-
1449, respectively). The spinel phase plays an important

role as the grain growth inhibitor during the sintering
process of the varistor sample. Actually, this 1s the
characteristic distribution of crystalline phases for a varistor
formulation based in the ZBS ternary system. [8][9] For all
temperatures a shift in the peaks positions to the right was
observed with increase of sintering temperature.
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Fig. 1 XRD patterns of the samples for different sintering temperatures
Table 1:Microstructure and E_]J characteristic parameters of the samples for various sintering temperatures

Sintering temperature (°C) d(pm) E(v/cm) /] Jy (nA/cm?) Ny(10"%cm™) @n(ev)
B/1280 4.54 31.34 1.64 62.5 0.0043 1.21
B/1300 5.14 36.59 1.47 93.3 1.01 0.77
B/1320 5.81 6.35 1.04 77.6 1.93 0.30
B/1350 6.06 13.79 1.42 79.4 0.55 0.29

The SEM micrographs of the varistor samples for
various sintering temperatures are shown in Fig. 2. There is
no remarkable difference in the phases, which consisted of
7ZnO grains and intergranular layers in accordance with
sintering temperatures. The average grain size (d) greatly

increased from 4.54 to 7.88 um in accordance with
increasing  sintering  temperatures.  The  detailed

microstructure parameters are summarized in Table 1.

Fig. 2. SEM micrographs of the
samples for various sintering

temperatures
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Fig. 3 shows the E-J characteristics of the samples
for different sintering temperatures. The conduction
characteristics of varistors are divided into a linear region
with much higher. impedance before breakdown field and a
nonlinear region with much lower 1mpedance after
breakdown field. The E-J characteristic parameters
calculated from Fig. 3 are summarized in Table 1. Results
showed that sample (C) sintered at 1350°C had the best
nonlinear electrical property since it had the largest
nonlinear coefficient of 3.39. The minimum J. value (59.06

uA/cm’) was obtained in that sample (C) sintered at 1350°C
. The nonlinear coefficient (o) decreased slightly with the
increase of sintering temperature. [1] The variation of J., on
the whole, was opposite to that of nonlinear coefficient. The
breakdown field (E) decreased with the increase of sintering
temperature. This is attributed to the decrease in the
number of grain boundaries caused by the increase in the
7nO grain size.
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Fig. 3. I_V characteristics of the samples for various sintering temperatures

The C-V characteristics of the samples for different
sintering temperatures are shown in Fig. 4. Modified C-V
curves gradually shifted upward with decreasing sintering
temperatures . The detailed C-V characteristic parameters
are summarized in Table 1. the donor concentration (N)
and barrier height (¢.) are calculated by the modified C-V
equation. The Nu value decreased slightly from 2.8* 10" to

0.39* 10" em™ with the increase of sintering temperature.
The decrease of the Ni value is assumed to be due to an
increase of oxygen. The barrier height (@) at the grain
boundaries decreased from 1.21 ev to 0.29¢V with the
increase of sintering temperatures. This coincides with the
variation of the o in the E_J characteristics.

9,00E+022
8,00E+0224
s

./lflflfl*l\lfl*l’.\l\/.7.7.7.7.7./.7.7.7./ )

((1/B1)-(1/2Cy)y* F

(C-2cyy’

4D0E+022
3.50E+022 *— B/1280

] - BI1300
3.00E+022 BI1320
2 50E+022 o “tee BI350
2D0E+022 o
1.50E+022 e oo

il P i B S S
1.00E+022
§00E+021 o

] tiiiiii-ti-ti-ti--if-ti--ci-‘!“r
0.00E+DDD N T [ Y . i
-5 00E+D21 o
-1.00E+022 4
-1 8DE+D22 o
-2 00E+D22 —T T T T T T — T T

-15 -10 5 0 5 10 15

Fig. 4. C_V characteristics of the samples for various sintering temperatures.




4. Conclusions

The dependence of the microstructure and electrical
propertie  of Zn-Bi-Sb-Al-Mn-based varistors on the
sintering temperatures was investigated. The average grain
size greatly increased with the increase of sintering
temperature. The breakdown field decreased due to the
increase of ZnO grain size and the decrease of the
breakdown voltage per grain boundary. A maximum value
(3.39) of the nonlinear coefficient was obtained for the
sample (C) sintered at 1350°C. Conclusively, this system
provides the advantage of applications because it exhibits a
nearly constant nonlinear coefficient.
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Abstract

Theoretical mvestigation of the electronuc structure of GaAs/AlAs quantum dots superlattices is presented. We use the
envelope function approximation in connection with Kronig-Penney model to calculate the conduction band structure of
the cubic quantum dot crystal. . We show that, when quantum dots are separated by a fiute barrier and positioned very
close to each other so that there is a significant wave function overlap, the discrete energy levels split into three-dimensional
mumibands. We can control the electronic structure of this artificial quantumn dot crystal by changing therrs technological
parameters, the size of quantum dots, mterdot distances, barrier height, and regimentation. This tvpe of structure provides
electronic and optical properties very important that are different to that of bulk and quantum well superfattices. The
proposed engineering of three-dimensional minibands i quantum dot crystals allows one to fine-tune electronic and

optical properties of such nanostructures.

Keywords: quantum dots, semiconductor superlattices, envelope function approximation

1. Introduction

Recently low dimensional systems at nanometer scale
have stimulated a new promising research in condensed
matter. Mainly these structures opened a crossover
between the physics of bulk condensed matter and few
body systems. The progress of experimental techniques
have made feasible the possibility of quantum confinement
of only few electrons, often referred as “man made
structures” [1]. In particular, semiconductor quantum dots
(QD) have many potential applications in various domains
such in electronic devices, information processing and non-
linear optic.

Nanometer-sized semiconductor quantum dots can be
grown in the Stranski-Krastanow mode using molecular
beam

epitaxy [2] or metal-organic chemical vapor
deposition [3].
The interest in quantum dot superlattices (QDS)

structures combined system lies on the ability to tune
optical transition energies by varying SL period as well as
by changing QD parameters. Nowadays, the suitability of
mid-infrared photodetectors was confirmed [4,5].

In addition, it was shown that QDS together with their
wetting layer modify significantly the energy structure in the
case of GaAs/AlAs Therefore, in order to determine
optimal design for applied purposes, an appropriate
knowledge about their optical properties and electronic
structures of combined QD/SL systems 1s fundamental.

The aim of this paper is to investigate the electron
energy band structure in a 3D regimented array of QD
semiconductors by means the envelope function
approximation. The regimentation, namely spatial site
correlation, along the three directions results in the grow
of an artificial crystal, where quantum dots play the role of
atoms. Such structure is then referred as a quantum dot
crystal (QDC). As originally considered by [6], we paid our
attention on simple cubic QDC consisting in very small
(size about of 5-10 nm) GaAs quantum dots grown on
AlAs and surrounded by AlAs cap layer.

In the next section, we outline the theoretical
formalism used for calculating 3D energy minibands. It is
followed by Section. III, which presents results of the
numerical simulation and discussion. Qur conclusions are
given in Sec. IV.

2. Analytical study

In order to simplify our analytical calculation, we
restrict our analysis to simple structures formed by the
periodic arrangement of cubic quantum dot, along the
three axes X,y and Z as shown in Fig (1.a). We also show
in this figure the notations used throughout the rest of the
article. Our goal 1n this section is develop a simple, almost
analytical, formalism using the envelope function
approximation, for carrier transport in QDC that would
serve as a useful tool for experimentalists and materials
growers.

Theoretical models for quantum dots within the
envelope function approximation usually lead to a complex
multidimensional Schrédinger equation, which needs to be
solved using finite elements method, or plane wave
expansion. Application of the pseudopotential methods for
QDC is computationally challenging.

In our analyzis, we intersent to the conduction band of
the GaAs/AlAs QDC. We this 1s done for several reasons.
First of all, the most of the band gap discontinuity between
GaAs and AlAs goes to the conduction band. Second, the
potential energy minimum in the conduction band is
located in I" point, which greatly simplifies the model and
justifies our omission of carrier Bloch functions from
consideration [7].

The Schrodinger equation that describes the motion of
a single electron in such a system can be written in the
following form:
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—EV LV +V (r) |F(r)=EF(r)
2 r m*(r) r

Here, the atomic structure of the host semiconductor

(1)

. . * .
enters the analysis as an effective mass m . This parameter
assumes different values in the quantum dot and the
barriers.

FIG.1. Schematic structure of the cubic QDC

The potential V (r) corresponds to an infinite sequence of
quantum dots of size, ay,ayand @, separated by the
barriers of thickness, by,by andb,. We assume that it is

written as a sum of three independent periodic functions of
coordinates, x, y and z with periods of d,.d, and d,

V(r) =V () +Vy (y) +V,(2) 2
where
Vo) =0 For |e-n.d/<a,/2 3)
Ve (8) =V, For |§—77§d5|2a5/2
with dé =a; +b§ (4)

Here 7, are the mteger numbers and subscript & denotes
a particular coordinate axis. This choice of potential allows
us to separate the carrier motion along three coordinate
axes. The 38D envelope wave function F(r) can therefore
be presented as a product of three 1D eigenfunctions ¢§
in the following way:

F(r) = an,ny,nz (xy,2)= ¢nX (X)¢ny (Y)¢nz (2) O

The 3D Schrodinger equation also decouples in this
case into three identical one-dimensional (1D) quantum-
well superlattices.
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Here n ¢ denote the quantum number. The total energy

spectrum for the wave function F(r) is given by:

Ennm, =En, +Eq, +Ep, (7)

Where E, are the eigenvalues of the one-dimensional
Schrodinger’s equation.

For the chosen geometry of QDC and band offsets the
carrier wave functions and energy spectrum are mostly
determined by the nearest-neighbor interaction between
dots separated by the potential barriery, .

The corner potentials induce only minor corrections,
which are particularly small for the below-the-barrier states.
This observation is 1mportant because the confining
potential of Esq. (2) and (8) does not describe a simple
QDC of a rectangular quantum dot surrounded by the
potential barrier of the equal height.

In two dimensions, this situation is clear. Fig (2a)
llustrates the two-dimensional confinement potential; with
this configuration it is not possible to write the two-
dimensional potential as a sum of two independent one-
dimensional potential, and thus it is not possible to separate
the x- and y-motions.

V=0 V=0
v
V=0 Y=0
@)
L GaAs Lt GaAs V a
=0 =0 x
Vv GaAs vV GaAs V
V=0 V=0
v vV
by
h}. ay
(b

FIG.2. (a) the rectangular cross-section confinement potential ;
and (b) an approximation form for the potential, suitable for
decoupling the motion Note that the carrier states in quantum
dots are mostly determined by interaction with nearest-
neighboring dots separated from each other by the potential W)
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However, a very loose approximation may be to write the
potential as in Fig (2b) [8]. With this form, the potential
does equal the sum of tow independent finite well
potential. The approximation occurs in the corner region
outside of the quantum dots where the two quantum well
potential barrier heights Vi sum to give 2V.. Similarly, in
3D, there exist outer regions where the overlap of 1D
potentials along each axes gives rise to a potential barrier of
3V..

The solution of Eq (1) with the potential of Eqs (2)
and (3) has the form familiar from the Kronig-Penny
model [9]. By using the transfer matrix method [10] and
the boundary condition of Bastard [11], we arrive:

For E £ > Vo (8a)
cos(q,d;) = cos(k“a) cos(k’b;) —%[R + %jxsin(kgvaé)sin(kgbf)

For O<E ¢ <V, (8b)

cos(q.d,) =cos(k}'a,) cosh(k?b;) —%[— R+ %j xsin(ka;)sinh(kb;)

white
kBm
R=—_—¢ )
ks mg
where

1 * b 1 *
kg =;,/2mWE§ . ke =;\12mb E; —V0| (10)

The effective masses m:\, and m; used in Egs. (8). and
(10) depend on the crystallographic orientation of the
quantum dot interfaces. Equations (8) and (10) allow us to
calculate the carrier dispersion relation in the QDC:

E(q):Ex(qx)+Ey(qy)+Ez(qz) (11)
Since for each given value of g, there 1s an mnfimte
number of solutions, we use the miniband index n sto

label the carrier energy.

3. Numerical results

In this section, we show that despite the simplicity of
the theoretical formalism used, it is capable of capturing
new features characteristic for 3D artificial QDC that are
not present in real bulk crystals and quantum well
superlattices.

We carry out our analysis of the 3D minibands in the
artificial QDC, on the example of GaAs/AlAs material
system. In our calculations, we used the following values
for the effective masses:

My = Mgaae =0.067m, , My = Myas = 0.15m,

We show in Fig.3 the electron dispersion in a simple
cubic QDC along [100] crystallographic direction. The
energy band structure following from Eqs (8), it is not
surprising. In fact, it i1s expected from the format similarity
between them and the Kroing-Penny relation of the
superlattices. The carrier wave vector 1s denoted by q with
subscript  showing  particular quasi  crystallographic

direction. Zero energy along the ordinate axis corresponds
to the position of the potential barrier.

The results in Fig. 2 are shown for a QDC that consists
of quantum dots with the size a=6.5nm and interdot
distance b =1.5nm. The energy bands are denoted by
three quantum numbers n,nyn, with the superscript

indicating the degeneracy of the band.
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FIG. 3 Dispersion relation in a cubical QDC
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The energy bands shown in Fig.3 are degenerated in
the center of the quasi Brilloun zone (QBZ) of the
artificial crystal. The highest, sixfold, degeneracy is
achieved in minibands of cubical QDC characterized by
different quantum numbers. If two of these three quantum
numbers are equal, the degeneracy is threefold. Finally, if
three quantum number are equal, there is no symmetry
degeneracy in such a miniband. Moving from the point of
high symmetry in the center of the QBZ to a point of lower
symmetry, the energy bands split. This degeneracy is a
result of the same symmetry of the dots and the
superlattice. If their symmetries are different, the twofold
degeneracy will be the permitted all
directions.

maximum n
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Energy(eV)

0,30 -

0,25 -

un
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0,24

Energy(eV)

0,1

0,0

mb*m0)

FIG.5. (a) Energy as a function of the masse in the well. (b)
Energy as a function of the masse in the barrier

The formation of 3D minibands in QDC i1s illustrated
m Figs. (4a) and (4b). It 1s well known that a single
quantum dot has discrete spectrum below a potential
barrier and continuous spectrum above the potential
barrier. When quantum dots are separated by a finite
barrier and positioned very close to each other so that
there 1s a significant wave function overlap, the discrete
energy levels split into minibands. This can be seen in Fig.
(4a) for the interdot distance b below 3 nm. As the
mterdot distance increases, and the wave function overlap
decreases, the minibands below the potential barrier
reduce to discrete levels. This behavior is expected and
consistent with what one observes in conventional quantum
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well superlattices. The 8D regimentation of quantum dots
m QDC leads to appearance of “resonant” quasidiscrete
energy levels above the potential barrier V., for large
mterdot distances (5 nm for GaAs/AlAs) as seen in Fig.
(4a). Figure (4b) demonstrates a transformation of QDC
minibands into discrete levels below the potential barrier
and quasicontinuum above the barrier. Other important
observations to make in Fig. (4b) are that the miniband
width does not increase monotonously with the energy, and
that for realistic interdot distances complete energy gaps
(stop bands) are formed in QDC.

We can have the same information about the formation
the minibands structure in  GaAs/AlAs-QDC by the
variation of the barrier and well masses (see Fig.5.)

4. Conclusion

Quantum dot superlattices QDSLs offer prospects for
new generation of semiconductor devices. In particular; the
GaAs/AlAs-QDSLs have attracted considerable attention
due to application for infrared photodetector.

In this paper, the carrier band structure in a 3D
regimented array of semiconductor quantum dots QDC
has been analyzed. Numerical simulations have been
carried out for the conduction band of a GaAs/AlAs
quantum dot crystals. It was shown that the coupling among
quantum dots leads to a splitting of the quantized electron
energy levels of single dots, which results in the formation
of 3D minibands. By changing the size of quantum dots,
mterdot distances, barrier height, and regimentation, one
can control the electronic band structure of this artificial
crystal. The properties of the artificial crystals turned out to
be more sensitive to the dot regimentation than to the dot
shape.
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Abstract

A Tow dimensional numerical model of channel potential for GaAs MESFET (Metal semiconductor field effect transistor)
doped uniformly .the model takes into acount the effects in channel region considering both the photoconductive eftect and
photovoltaic eflect at the gate schottky . the 2-D potential distribution function in the active layer of the divice 1s solved
numerically under dark and rllumination condition.

Keywords: 2-D modeling potential distribution, Photodetector, Photovoltage.

1. Introduction
Later on ,the optically controlled MESFET was named on
optical Field effect transistor OPFET. The photosensitivity of

(Electron charge), &s ( Permittivity of the GaAs), (Rp,Ro) (are
Reflection coefficient at the entrance and Reflection

the MESFET has opened up the possibility of their use for a coefficient at the metal semiconductor contact), Fop (
variety of optoelectronic application. At present the GaAs Incident optical power density),2( Optical absorption
MESFET’s under illumination plays an important role in coefficient of the semiconductor at the operating wavelength),
communication technology For wide band multimedia and h (Planck’s constant), 14 (Frequency of the incident
high speed application. An idea that has been widely

mvestigated recently for performing optically controlled radiation), ‘L (Mean lifetime of the minority carriers under
functions and it can be used to form an additional input port illumination condition [4]).

i photonic (MMIC) [1] and also drawn considerable
attention potential application ion due to their potential of
device.

As a number of research of theoretical and experimental
works have been reported on optically controlled MESFET .
A simple analytical model of an ion implanted GaAs
MESFET is useful for computer aided design of divices and
mtegrated circuits (IC’s).To examine the optical controlled
characteristics of GaAs Mesfet 1s necessary used model of
optically gated Mesfet photodetector considering the short
channel effect .This paper present the two-dimensional
numerical simulation of MESFET using the Liebman
iterative method in order to simulate 2D channel Potential
and Elecric field equation.

Semi-insulating substrate

Fig.1 Schematic of MESFET under illumination

The boundary conditions as related to the Poisson’s
equation are taken from [3,5].

2. Theoretical model (X0)=V_ +V. —4

The 2-D Poisson’s equation in the space charge region of vk o Top T
the device mn illuminated condition and Schottky contact w(0,y) =V
[2,3]. Can be written as w(L,y)=Vy +Vy

y(x,a)=0 3)
, , Where
dyxy) +d yxy) =—9(N (xy)—Aexptay)) Vgs Gate to source voltage
dx’ dy’ P 1) Vds Drain to source voltage
P (1-R)(1-R )az Vbi Built in volge between the channels to source junction
A=_2 y 0 Obi  Built in voltage of the Schottky barrier gate.

Due to illumination, the device performance varies due to
VVhere,W(X’ Y) is 9D Potential distribution Ne %)= Ny the photovoltage developed at the Schottky junction. This
corresponds to the donor ( uniform doping density) ,q photovoltage 1s calculated using the following relation [7]



Numerical analysis of GaAs MESFETs OPFET

JNTM (2011)

1. Hamma et al.

nKT. | q B, "¢
o =——In ———%({ | exp(-ay)dxdy
g [ Je ik H

where h(x)

(4)

1s the extension of the Schottky junction

depletion region in the channel measured from the surface is
given as

1

2¢ g

h(x) = {(¢B “A+V(X) —vgs)}
aN, 5)

h'(x) is the is the extension of the Schottky junction
depletion region in the channel measured from the surface
under illumination is given by

1
2
hx)' = [ﬁ(% —A+V (0 -V, -V, )}
aNy (©)

The excess carriers generated per unit volume in the
semiconductor due to the absorption of incident optical
power density 1s given by

1"
An = Hi _[Gop (X’ y)TLdy
m o0 (7)
Where Hm is the maximum width of the depletion layer

sein(Nay |7
H o=|— M
" apN,
(t)
7, is the minority carrier life time given by
n.
=(—)r
ni+An )

and Cor (%Y) i the excess generation rate at any point y in
the semiconductor and is given by

La
Gop (X, ) = A [ exp( —ay)dxdy
00 (]())
3. I-V Characteristics

The drain current Ids has been calculated by numerically
mtegrating the charge in the channel region given by

Vs

Z
Lo =, T Joa (Vv
0

(11
The charge 1s calculated using the relation (1)
@.(V) =0 | Ny(y)dy +0A [ exp(~ay)dy
h(x) 0 (12)

Where un is the mobility of electrons, and gD”(V)is the
charge in the neutral channel region per unit area at a point
x where the channel voltage V(x) is given by [6], h(x) is

function of the channel voltageV (x).

3.1. Mobility model

The field dependent mobility of the charge carriers in the
channe lis given by

#y(Ey)
Ho (B Ey) = ————

E 2
1+ ()2}
{ E. (19

3.2 Electric field

The electric fields along the x and y directions can be
calculated as

E = (l//i+1,j _‘//H,j)
X 2L/Nx (14)
_ (l//i,j+1 _l//i,j—l)
y 2L/Ny

‘Where Nx and Ny are the separation of the grid line along
the x and y directions. Where E is the field electric given by

_ 2 2
E=E +E, 15

These equations are used to calculate the field dependent
mobility and drain current equation.

3. RESULTS AND DISCUSSIONS

Computations have been carried out for GaAs MESFET
at 300K under Dark and illuminated conditions The gate
metallisation has been assumed to be thin enough to allow
90% of the incident radiation to pass through.

The basic 2D Poisson’s equation (1) is solved using 2D
Poisson equation (1) is solved by finite iterative method
(Liebmann iterative method) to determine the potential
distribution at every grid point in conductor channel whith
applied the approprite condition .

The voltage profile in the channel is divided into large
number of elementary strips.

The parameters used in the calculation are shown
mTablel

Tablel. Simulation table parameters

Parameter Values
Channel depth, a 0.22um
Channel length, L 1.2 pm
Channel width, 7 0.4 um
Absorption coefficient a 25 um
Minority carrier life time, . 106 /m
Intrinsic carrier concentration,ni 10-8s
Incident optical power, Popt 0.85v
Reflection coefficient at entrance,Rm 0.2,0.5W/m2
Reflection coefficient at metal contact, | 10% of Pop
Rs

Position of Fermi level below the | 0.02 eV
conduction band,A

Built-in voltage of Schottky gate, ®bi 0.85 v
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Fig.2. The variation of P.. versus the minority carrier life
time,T.
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Fig.3. The variation of Incident optical power density P
versus photovoltage G

Fig. 3 shows the increase of photvoltage Gopt with an
increase in the incident optical power density ,Popt due to
the reduction in lifetime of the carrier in the presence of
illumination presented in Fig.2, which Lmits the excess
photogeneration under intense illumination.
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Figd shows the variation of the photo voltage V., developed at
the Schottky contact with the optical power density P..

The Surface recombination has not been taken into
account. The photo voltage developed at the Schottky
Junction increases with the incident optical power density P..

The drain to source current Idsop can be written
considering its continuity equation as

Z
Idsop = u% (Dn(V)E

(16)

61

Where g is the field dependent mobility of carriers, E

1s the electric field at point (x,y) due to the field EX and Ey .

(m)

asop

a7 06 05 0.4 -

Vgs(\/)

Fig 5 shows the variation drain to source curent Idsop with
the Vgs under illumination.
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Fig. 6. Variation of the photovoltage Vop across the
Schottky barrier with the incident optical power densityPopt.
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(mA)
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VQS(VJ

Fig.7. shows the variation drain to source curent Idsop
with the Vgs under illumination and dark condition.

The curent Idsop increase with increase of the applied
sourse to gate voltage and we observe the excess of Idsop in
llumination condition than the dark condition.
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Fig.8 shows the variation of the gate to source capacitance
Cgsop and Cdsop with the Vgs for different illumination
(Popt1=0W/m2, Popt2=1E5W/m2).

It shows that the capacitance increases slightly with the
increase in llumination.

Poisson Equation -W =(-g/E).*(Nd+A *exp(-Coef.*y)

Popt1= DWim?
= 1o
[ Popt=1e5wim

WIx.y)

0 © Lx(pm)

Fig.9 shows the variation of channel potential with Lx andLy
for different illumination(Poptl=0W/m’,Popt2=1E5W/2).

Poisson Equation W ={-g/E) "(Nd+A "exp(-Coef y)

.

WW(x,y)

Pop=1e1Wim? X

Fig.10 shows the variation of channel potential with Lx andLy
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for different illumination(Poptl=1E6W/m’,Popt2=1E
1W/m?2).

It clearly shows that the channel potential increases
towards the drain side. This 1s because the biasing 1s applied
at the drain

The Fig.9 and Figl0 shows the two dimensional potential
profile in the channel under dark and illumination
conditions.

4. Conclusion

The 2D Poisson’s equation is solved numerically for
GaAsMESFET photodetector with uniform doping profile.
The device characteristics and parameter have been
calculated under the dark and illumination conditions. The
effect of various internal device parameters such as electric
filed, mobility of the carriers in the presence of illumination,
potential distribution of the carriers have also been studied
extensively through numerical simulation. The drain current
and transfer characteristics of the GaAs MESFET
photodetector has also been calculated. The present work 1s
limited to modeling and simulation of uniformly doped two

dimensional GaAs MESFET photodetectors.
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Abstract

In this paper, we study two-dimensional spin polarized transport i semiconductors. Based on the some semiclassical
considerations and taking account of the spin relaxation. We determined the relationship of the polarization as a function of
time and the distance. And we have also established the relationship of the drain current in a 2D channel of a transistor called

spin-FET" where 1t was matter to highlight this type of transport.

This study was crowned with a numerical study of the characteristics of spinFET 2D transistor depending on the external field

and mternal characteristics of the semiconductor.

Keywords: Spin polarized transport, spintronic, spinfet, Semiconducteur

1. Introduction

The study of spin-polarized transport across interfaces is a
subject of long history [1, 2]. The recent advent of
semiconductor-based electronic devices at the nanoscale has
revived the interest in transferring, controlling and detecting
spin currents. This research area has been termed spintronics
due to the exciting possibility of future, successful spin-based
electronic technology [3]. Nevertheless, spintronics 1s
mteresting as  well for fundamental physics, both
experimentally and theoretically, as its basic constituent—the
spin—is of quantum nature only.

In the ideal situation where spin (or its projection along a
direction) 1s conserved, spin current is simply defined as the
difference between the currents of electrons in the two spin
states. This concept has served well in early study of spin-
dependent transport effects in metals. The ubiquitous
presence of spin-orbit coupling inevitably makes the spin
non-conserved, but this inconvenience is usually put off by
focusing one’s attention within the so-called spin relaxation
time. In recent years, it has been found that one can make
very good use of spin-orbit coupling, realizing electric control
of spin generation and transport [3, 4, 5, 6, 7, 8, 9]. The
question of how to define the spin current properly in the
general situation therefore becomes urgent.

2. Hamiltonian And Theoretical Approaches

In semiconductor spintronic structures, where spin
1s carried by electrons and/or holes, the spin dynamics is
controlled by magnetic interactions. Some of these are
surveyed below.

-Interaction with an external magnetic field.
. ~ = .
An external magnetic field B exerts a torque on a magnetic
dipole and the magnetic potential energy is given by Zeeman
term
o =
U=2725.B 1)

where g” is the effective g -factor, and or represents a
vector of the Pauli spin matrices, used i the quantum-
mechanical treatment of spin %, see [10]. The interaction (1)
leads to the spin precession around the external magnetic
field. This interaction is important in all system where a

i
magnetic field is present. Moreover, fluctuations of B could
lead to noise contributing to spin relaxation.

-Interaction with magnetic impurities, nuclel and other spin
carriers.

An electron located in a semiconductor experiences
different kinds of spin-spin interactions including direct
dipole-dipole interactions with nuclear spins and other (free
and localized) electrons, and the exchange interaction. The
latter, in fact, 1s the result of the electrostatic Coulomb
mteraction between electrons, which becomes spin-
dependent because of the Pauli exclusion principle [10].
Usually, at room temperatures in sufficiently clean, low-
doped non-magnetic semiconductors these interactions are
not very important.

3. Spin-orbit interaction

The spin-orbit (SO) interaction arises as a result of the
magnetic moment of the spin coupling to its orbital degree of
freedom. It 1s actually a relatvistic effect, which was first
found in the emission spectra of hydrogen. An electron
moving in an electric field, sees, in its rest frame, an effective
magnetic field. This field, which is dependent on the orbital
motion of the electron, interacts with the electron’s magnetic
moment.

The Hamiltonian describing SO interaction, derived
from the four-component Dirac equation [11], has the form
2
Hso = —— (Vx V).d )

where m is the free electron mass, rp is the momentum
operator, and is the gradient of the potential energy,
proportional to the electric field acting on the electron.
When dealing with crystal structures, the spin orbit
mteraction, Eq. (2), accounts for symmetry properties of
materials. Here we emphasise two specific mechanisms that
are considered to be important for spintronics applications.
The Dresselhaus spin-orbit interaction [1] appears as a result
of the asymmetry present in certain crystal lattices, e.g., the
zinc blende structures. For a two-dimensional electron gas in
semiconductor heterostructures with an appropriate growth
geometry, the Dresselhaus SO interaction is of the form

Hp = %(prx - o-zpz)- ()
Here, B is the coupling constant.

The Rashba spin-orbit interaction [13] arises due to the
asymmetry associated with the confinement potential and is
of interest because of the ability to electrically control the
strength of this interaction. The latter is utilized, for stance,
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in the Datta-Das spin transistor [13]. The Hamiltonian for
the Rashba interaction is written [38] as

Hp = %(O_xpz — 0,Dx)s (4)
where a 1s the coupling constant. Other possible sources of
spin-orbit interaction are non-magnetic impurities, phonons
[14], sample inhomogeneity, surfaces and interfaces. In some
situations these could play a role in spin transport and spin
relaxation dynamics.
Consider the two-dimensional channel of a Spin Field Effect
Transistor (SPIN-FET) in the x-z plane with current flowing
in thex-direction. An electron’s wavevector components in
the channel are designated as kx and kz, while the total
wavevector is designated as kt. Note that k? = k3 + k3 .
The gate terminal induces an electric field in the y-direction
which causes Rashba interaction. The Hamiltonian operator
describing an electron in the
channel is

p3+p3 _
H = o (1] + a[VG](prZ - szx) ()
where the p-s are the momentum operators, the o-s are the
Pauli spin matrices and [I] is the 2x2 identity matrix. Since
this Hamiltonian is invariant in both
x and zcoordinates, the wavefunctions in the channel are
plane wave states e!®x*+k2)  Consequently, in the basis of
these states, the Hamiltonian 1s

25,2
F;,:*t + a[VG ]kx
hZ k2
—a[Vglk, me — alVslky
Diagonalization of this Hamiltonian yields the eigen energies
and the eigen-spinors in the two spin-split bands in the two-
dimensional channel:

_a[VG]kz

h2k}
E = me — al[V;]k, (lower band)
7)
2
E, = f;:f + al[V; 1k, (upper band)
And
%], = [smG (lower band)
cos@ ®)
_ [sinf .
[#], = [C059 (upper band)

where 8 = (1/2)arctan (k,/k,). Note that an electron of
energy E has two different wave vectors in the two bands
given by kgl)and kt(z).

We will assume that the source contact of the SPINFET 1s
polarized in the+xdirection and injects +xpolarized spins
mto the channel under a source-

to-drain  bias. We also assume that the spin injection
efficiency at the source is 100%, so that only +xpolarized
spins are injected at the complete exclusion of —xpolarized
spins. An injected spin will couple into the two spin
eigenstates in the channel. It is as if the x-polarized beam
splits into two beams, each corresponding to one of the
channel eigenspinors. This will yield:

HHRY R
+x polarized

64

where the coupling coefficients C; and C: are found by
solving Equation (9).
The result 1s
C, =C (ky ky) = sin(6 + w/4)
C, =Cy(ky, k) = —cos (68 + /4) (10)

Note that the coupling coefficients depend on k,, and k,.

At the drain end, the two beams recombine and
iterfere to yield the spinor of the electron impinging on the
drain. Here, we are neglecting multiple reflection effects
between the source and drain contacts in the spirit of ref. [1].
Since the two beams have the same energy £ and transverse
wavevector k, (these are good quantum numbers in ballistic
transport), they must have different
longitudinal wavevectors k)((l)and k)((z) since kt(l) * kt(z).
Therefore, these two beams have slightly different directions
of propagation in the channel. In other words, the channel
behaves like a “birefrigent” medium where waves with anti-

parallel spin polarizations travel 1n slightly different
directions.
Hence, the spinor at the drain end will be:
[¥]arain = ( o @ )
sind] i(ki L+k,w) —cosO] i(k L+ie;w
C e\'X )+ C . e\'X z
1 [(;059] 2 [ sinf
; TN cingeikdL k2L
sin (9 +—) sinfe'*x * + cos (8 + m/4)cosOe' x
— pikzW 4
T . (1) .(2)
sin (9 +Z) cosfe™*x 'L — cos (0 + m/4)sinfex’L
(1)

Where L is the channel length (distance between source and
drain contacts) and Wis the transverse displacement of the
electron as it traverses the channel.

Since the drain is polarized in the same orientation as the
source, 1t transmits only +x-polarized spins, so that spin
filtering at the drain will yield a transmission probability | 77°
where 7 is the projection of the impinging spinor on the
eigenspinor of the drain. It is given by

1

T=2[1 1]x
T , .
sin (9 + Z) sinfe®%’t + cos e + 1'[/4)c0599”‘§f2)L
pikzW
T e o)
sin (9 + Z) cos0e* X’ — cos (0 + m/4)sinfei x L

; (1)
etkzW [sin z (9 + %) el 4 cos? (0 +
- (2)
n/4)cosfHe*x L] (12)
Here, we have assumed 100% spin filtering efficiency.

Therefore,

2 T TN (kD@2
IT| —6054(9 +Z)|1+tan4(9 +Z)e(x ¥)

= cos* (9 +%) + sin* (9 + %) +

%cos(ZG)cos(QL) (13)
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where @ = k}((l) - k,((z).

From Equation (8), we get that:

2m*a[Vg]

®
kt - h2

kP = -

Expressing the wavevectors in terms of their x and #

components, we get:
2 m*a [VG]
n2i?)

D)2
x ~kx
Now, if a [ V] is small, then [k)((l) - k)((z)]/Z ~ k% —kZ,

where ky = V2m*E/A. Substituting theseresults in Equation
(14), we get

+2(m*)2a?[Vg]/h*

0 = (14)

_2m *a[V;|V2m*E
6 = 2
J V2Zm*E/h2-k2
The current density in the channel of the SPINFET
(assuming ballistic transport) is given by the Tsu-Esaki
formula:

—(m")?a?[vg]/n*

(15)

= L ["2dE [“2|T)P[f(E) - F(E + qVsp)]  (16)
y
where ¢ 1s the electronic charge, W is the thickness of the

channel (in the y-direction), Vi is the source-to-drain bias
voltage and £f7) is the electron

occupation probability at energy 1 in the contacts. Since the
contacts are at local thermodynamic equilibrium, these
probabilities are given by the Fermi-Dirac factor.

In the lLinear response regime when Vi — 0, the above

cxplcssion rcduccs to
a*Vsp dkz 2 [ OF(E)
J =R [SRE -] a)

This yields th'lt the channel conductance G'is

G=1lp-1 WZ[ dE [ dk, |T|2[ IO a1s)

sD
we finally get that the channel conductance 18

2 oo
q-W,
G~=G dE | dk; |1
ot 2mh J, ‘ [
2 2 of(E
3 0s(6L) [ f( )]
2m
(19)
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4. Conclusion

In this work we have studied the transport of two-
dimensional spin-polarized, we have established a relation
giving the expression of the source-drain current as a function
of the parameters of the semiconductor used, and the electric
field across the control grid and polarization of injected spins,
then we have calculated the associated transconductance G.
This model 1s based on semiclassical consédérations with the
holders of spin injected with ballistic trajectories inside the
conduction channel.
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Abstract

The study of spin polarized transport in semiconductors is achieved by the transmission of current in semiconductor devices,
our study focuses on spintronics or spin electronics m these devices.

We chose the spinFET transistor or the transistor at *spin rotation” as a better implementation because it is a type of HEMT
transistor in which we replace the source and drain by ferromagnetic contacts. The source contact acts as a spin polarizer for
electrons myjected into the conduction channel of the transistor and the dramn contact is a spin analvzer to those (spins) have
reached the end of the canal. The drain current varies with orientations of" the spin of electrons at the end of the canal and the
magnetization of the drain contact. However, it 1s possible to control the current through the grid voltage.

We have presented a simple toy model in the 1D channel formed in InuGawzAs a spin FET transistor.

Keywords: Spin polarized transport, spintronic, spinfet, Semiconducteur

1. Introduction

The electrons are not only characterized by their electrical
charge, but also by their spin magnetic moment. Up to the
late 90's, the electronics had virtually ignored the electron
spin (except pauli’s law that two electrons can not be in the
same energy state with equal spin orientation ..). Since then,
spin electronics, or magneto-electronics Prinz [1], grows
icreasingly and rapidly.In this section we will see how it 1s
possible to introduce the concepts of magneto-electronic
components in a semi-conductor.

2. Spintronic

The spin electronics, or "spintronics’ Prinz [2], 1s a new
research theme has been booming since the late 80s. The
first structures studied in this area are made of ferromagnetic
metal multilayers, separated by insulators or "tunnel" or by
non-magnetic metal films. Their operating principles are
related to a property of ferromagnetic metals on the spin of
electrons: they inject or collect preferentially carriers whose
spin 1s polarized along the direction of their magnetic
moment. Such devices are already used industrially as
magnetic field sensors for read heads of hard disks, or are
expected to be soon in the case of magnetic random access
memory. During the past four years, groups working in the
field of semiconductor components were also interested in
properties related to the spin of the electron Bournel,[3].
Indeed, recent studies have shown that it 1s possible to act on
the spin of charge carriers and use this quantity to modify the
electrical and optical structures in semiconductors.

3. Spintronics in semiconductors (spin FET)

In semiconductors, the control of the spin of the carriers, in
addition to their charges, may give rise to a new generation of
clectronic devices Woll et al [4]. This idea was born of a new
concept device that can benefit from the manipulation of spin
to create a new feature. Is the case of Datta and Das
transistor wich we will briefly describe the principle [5]. This

concept was proposed in 1990 and named Spin FET
"rotation spin transistor”. This device looks at first sight to the
classical field effect transistor, as illustrated in Figure (I) and
has a current source, a drain and a channel with a
conductance controllable via a gate voltage, Vg, however,
comparison stops there. The spin transistor is based on spin
selective contacts, that is to say capable of injecting or
collecting a given spin orlentation. The mjection and the
collecion of  spin-polarized current is carried by
ferromagnetic electrodes (Fe, for example). To modulate the
drain current, Datta and Das proposed to control the rotation
of the "bundle" of spin in the channelusing the spin-orbit
Rashba coupling to be a function of voltage applied to the
gate [6], The drain current reaches a maximum value when
the spin orientation is parallel to the magnetization of the
electrodes and injection manifold.

It reaches a minimum value when they are opposed. This
concept also implies a transistor coherent transmission, 1.g
without loss of spin between the njector (source) and
collector (drain). Under this proposal, the channel where the
propagation of spin takes place must be a gas of electrons in
two dimensions (2 DEG) to take advantage of high mobility
allowing a coherent propagation. This 2-DEG channel can be
obtained in a transistor structure with modulation doping

(MODFET) type InGaAs / InAlAs Das et. al. [7].

4. Model and Results

4.1. Drain current variations

The expression of the drain current in a spin-FET in our
model is given by the following equation:

E 1+P,cos|\E L/V
ID :qv_y:u(Ey) X : 1+(Py R)
C 0

(1)
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Where the parameter Ve, equal to /(2 & ESCW), 1s
uniform to the voltage. It may be noted that the term
Ey / Vc in this expression represents the density in the grid
controlled by accumulated electrons in the channel. The
parameter £ denotes the electron mobility and thus 2 EX
represents the speed of electrons. The mobility g varies with
the itensity of confinement in the channel, it means with
the field Eythe ratio (1+ P, cos (Ey L/V, )) 1+ P,)
reflects the analysis of spin at the drain. This ratio varies
periodically, with period Eyo =22V R [ L . Its amplitude
depends on the spin polarization P..We initially consider
the mobility constant and we study the derivative ¢ of
I |y function of Ey.
o(u) qE, 1+ P,(cos(u)-usin(u))
V, 1+ P,
‘Where

u a dimensionless parameter equal

Ey L/VR , except In VC, the function g(u) does not

()

18 to

depend on parameters characterizing the quantum wire
transistor. The variations of g give the information on the
transconductance of the spin-FET

Figure I-Schematic diagram of the transistor with

,_s_.l_ect._. F—
i N Injection
I_._EJ_ ollection depends
! upon the SPIN
Ferromagnetic Metal
{mmﬂ LOI_I_-I
Ferromagnetic Metal

(dram)

Semiconductor 20 Chanrel

§

Transport andior Spin
Precession

spin precession (spin- FET)

In Figure 2 we have represented the variations of the
transconductance  with  the dimensionless parameter
Ey L/ VR for Ps = 80, the spin precession leads to relatively
large important electrical effects.

We observe both an important effect of negative
transconductance for Ey L/ VR ranging: 400° to 520° the
transconductance becomes negative in this area for Py equal
to 100% in the other hand the transconductance becomes
back positive for Ey L/ VR ranging between 540% and
720%. These nonlinear variations of transconductance is
related to strong current oscillations.

Transconductance g

67

For values of P, = 10%, these effects are never observed
forEy L/VR: the
transconductance remains positive. In this case, the
amplitude of current oscillations due to modulation of the
spin polarization in the perpendicular field is very low.

m the considered  Interval

: P

4 f |
i |III III
. (P10 ||
\ |

0 4

E, LV

50

Figure 2 Transconductance § function of dimensionless

parameter E y L/ V; in a spin-FET quantum wire Inos Gaos

As . For Po =100% and 10%.

5. Conclusion:

In this work we have established a relation giving the
expression of the current source-drain as a function of the
parameters of the used semiconductor, the potential across
the control grid and the polarization of injected spins, then
we have calculated the associated transconductance. This
model is based on semiclassical consédérations with carriers
of spin injected and collected that have ballistic trajectories
mside the conduction channel. We have presented here the
dependence of the transconductance as a function of spin
polarization for a qualitative assessment of the model. we
note that the spin-FET offers an interest as a component if
the spin polarization P, imposed by the ferromagnetic
contacts 1s equal to 100%.
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Abstract

Using a two-dimensional (2-D) simulation, we study the impact of varying the nanotube diameter and gate oxide thickness on
the performance of a ballistic nanoscale carbon nanotube field effect transistor (CNTFET). Our results show that the nanotube
diameter influences the lon/lorr current ratio; the drain induced barrier lowering (DIBL), the subthreshold slop as well as
transconductance and drain conductance. We also show that these device characteristics are affected by the gate oxide
thickness. Thus, nanotube diameter and gate oxide thickness must be carefully taken into account when designing robust logic
circuits based on CNTFETSs with potentially high parameter variability.

Keywords: Carbon nanotube; Field- effect transistor; Ballistic; Carbon nanotube diameter; Gate oxide thickness.

1. Introduction

Since the first reports of single-walled carbon nanotubes
(CNTs) in 1993 [1, 2], they have been the subject of intense
mterest for basic and applied research. In particular, single-
walled carbon nanotube (SWCNT) field-effect transistor
(CNTTET) 1s considered as one of the most promising
candidates for enhancing functionality of silicon based
complementary metal-oxide-semiconductor (CMOS)
circuits and extending Moore’s Law [3-6].

Due to the small diameter, thin high-k gate insulator, and a
good S/D metal contact, the CNTFET demonstrates the
best performance to date. Recently, CNTFETSs have been
fabricated successfully [7-9]. It has been reported that they
have shown better performance than present silicon
transistors with the equivalent sizes. They are particularly
attractive for high-speed applications due to their quasi-
ballistic properties and high Fermi velocity (10" m/s) [10-11].
Rapid progress in the field has recently made it possible to
fabricate digital and analogue CNTFET-bases circuits, such
as logic gate, static memory cells and ring oscillators [12,
13].

In this paper, we will discuss the role of nanotube diameter
and gate dielectric thickness on the performance of
CNTFETs over wide range by reference to Iox/Iow current
ratio, subthreshold slope, the drain induced barrier lowering
(DIBL) as well as transconductance and drain conductance
using a two-dimensional (2-D) simulation. Because to
explore the role of CNTFETS in future integrated circuits, it
Is Important to evaluate their performance and the
nanotube diameter and gate dielectric thickness have direct
relevance for the electrostatic control in a CNTFET.

2. Simulated device

The modeled device, a coaxially gate, n-type CNTFET 1s
schematically shown in figures 1(a) and 1(b). The nanotube
length is 50 nm, consisting of ~1.2x10" carbon atoms. The

mtrinsic channel length 1s 20 nm, and the doped
source/drain length is 15 nm.

To simulate the behavior of a CNTFET, the following
model 1s used at different nanotube diameters and gate
oxide thicknesses. The chiralities of the CNTs used are
(13,0), (16,0), (19,0), (23,0), (25,0). In addition the gate
oxide thicknesses (tox) used are 1.5 nm, 3 nm, 4.5 nm, 6
nm and 7 nm. The high-k gate dielectric is fixed at k=16,
correspond to the dielectric constant reported for HfO..

For our simulations, we assume that the metal-nanotube
contact resistance, Re = 0, and carrier transport through
nanotube 1s ballistic (no scattering). No gate-to-source or
gate-to-drain overlap is assumed. The applied drain (Vi)
and gate (Ves) biases vary from 0 V to 1. All calculations
have been done at room temperature (T = 300 K).

VGS

Gate oxide

Drain

Gate oxide

z
Vs
b)
r Oxide
Metal thickness
=
/N CNT

radius

Figure 1. Schematic diagrams of the modeled,
coaxially CNTFET.
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3. Model:

Many models have been proposed for simulating the
characteristics of CNFETs [14,15]. The specific model
chosen for this study is based on capacitance model [15], as
shown in Fig. 2.

The circuit diagram in Fig. 2 shows the simple model that
represents the potential at the top of the barrier when taking
mto account the effect of the three terminals (source, drain,
and gate).

Ve

CG T
EF] ‘
> I / OQT0P='qn. )
i S
Ve

Top of the barrier

Figure 2. Two dimensional circuit model for ballistic transistors.

The mobile charge is represented by the shaded region in
Fig. 2 and is determined by the combination of the local
density of states at the top of the barrier, the location of the
source and drain Fermi levels, En and E., and by the self-
consistent potential at the top of the barrier, Uscf.

When the terminal biases are zero, the equilibrium electron
density at the top of the barrier is:

ng = [ D(E)f(E — Ep) dE (1)

Where D(E) is the local density of states at the top of the
barrier, and f(E-E:) is the equilibrium Fermi function.
When a bias 1s applied to the gate and drain terminals the
self-consistent potential at the top of the barrier becomes
Uscf, and the states at the top of the barrier are now
populated by two different Fermi levels. The positive
velocity states are filled by the source, according to:

1 +®
=5 2 D(E = Uses )f (E — Epy) dE (22)
and the negative velocity states are filled by the drain
according to:

1+
Ng=5 J_. D(E = Uses )f (E — Epp)dE (2b)

Where, Exn= Er, and Ew= Er - qVis [2]. A change of variables
can be used to re-express these equations as:

ni=5 7T D(EDf(E)dE (3a)
n, = % 77D f,(E)dE (3b)
Where
fi(E) = f(E + Usey — Epy) (4a)
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and

f2(E) = f(E + Usey — Er) (4b)

With eq. (8), the total electron density at the top of the
barrier is n=n: + n., and can be determined if the arbitrary
density of states, D(F), the source and drain Fermi levels,
and the self-consistent potential, Uscf, are known.

The self-consistent potential 1s determined by solving the
two-dimensional Poisson equation as represented by the 2D
model in Fig. 2 with the common terminal evaluated at the
bias induced charge, An = (1 + o) - no . Ignoring mobile
charge in the channel, the Laplace potential at the top of the
barrier 1s then:

Uy = —q(agVs + apVp + asVs) )

In this equation (5), the three a‘s describe how the gate,
drain, and source control the Laplace solution [2] and are
given by:

aG=i—: aD=i—lT) a5=g—i ©®)
Where Cr is defined as the parallel combination of the
three capacitors in Fig. 2.

For an optimally constructed MOSFET, the gate controls
the potential in the channel which means that o.s= 1 and, o,
aw = 0. The model is completed by taking into account the
effect on the potential at the top of the barrier due to
mobile charge with:

q2

Therefore, U.ris equal to:

User = Uy + Up = —qagVs + apVp + asVs) + gAn

()

Equations (2) and (8) represent two coupled nonlinear
equations for the two unknowns n and U. . These
equations can be solved iteratively to find the carrier density
and self-consistent potential at the top of the barrier. Finally,
the drain current is evaluated from:

Ip = ["2J(E = Use))If (E — Epy) — f(E — Epy)]dE
(9a)

‘Where J(E-Uscf) is the “current-density-of-states”, which 1s
expressed as:

J(E = User) =34 (% /@) D(E — User) (9b)

4. Results and discussion:
4.1. Investigation of effect of nanotube diameter:

In this section, the gate oxide thickness is fixed at 1.5nm
and high-k gate dielectric 1s fixed at k=16, while the
nanotube diameter (d) 1s varied. Figure 3 presents the Iox/Tow
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current ratio as a function of the nanotube diameter. Iox is
obtained at Ves = 1 V and Vs = 1 V, Iow 1s defined as the
current obtained for Ves = 0 V and Vis = 1 V. It can be
observed that Iov/Iow ratio is improved with increase in the
nanotube diameter. This comes from the correlation of the
band-structure with the CNT diameter. Using a larger
diameter reduces the bandgap, therefore both the ON-
current and the leakage current Iow increase, and Iox
increases rapidly. Thus a significant increase of the Iov/Tow
ration 1s observed when the nanaotube diameter is
mcreases. So this point must be carefully taken into account
to obtain the best electrical characteristics in perspective to
build reliable logic circuits based on CNTFETS.

For short channel devices, application of a high drain-to-
source bias can shorten the threshold voltage and increase
the off-currents. This is known as drain induced barrier
lowering (DIBL). In CNTFETsS, the DIBL effect 1s still a
primitive problem and open for further study [16].

l,ZXlO6 T T T T T T
(25,0)CNT

(23,0)CN-T/' 7

T

1,2x10°

T

1,1x10°

T

1,1x10°

T

1,1x10°

1,1x10° |- (16,0)CNT

Ratio 1 /1 ¢

1,1x10° |

T

1,0x10°

T

1,0x10° (130)CNT

l,OXlOG 1 s 1 s 1 s 1 N 1 N 1
1,0 12 14 16 18 2,0

Nanotube diameter (nm)
Figure 3. Iox/Iow current ratio as a function of the
nanotube diameter
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Figure 4. Drain induced barrier lowering
(DIBL) and subthreshold slop versus nanotube
diameter.

Figure 4 shows the effect of varying the nanotube diameter
on the DIBL. The DIBL is accessed using the classical

expression [17].

Vrh(Low Vps)-Vry(High Vps)

DIBL = -
High Vps—Low Vpg

(10)
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From the simulation results, it can be drawn that the DIBL
1s considerably improved with decreasing d; therefore, the
control of gate on the channel becomes stronger. One notes
a reduction around 53% of DIBL when CNT chiralities
varying from (13, 0) CNT to (25, 0) CNT.

Another 1mportant parameter characterizing the short
channel performance is the subthreshold slope (S). A small
subthreshold slope is desired for low threshold voltage and
low-power operation for FETs scaled down to small sizen.
Figure 4 represents the evolution of subthreshold slope as a
function of the nanotube diameter (d) for Vs = 1 V. It can
be observed that when the nanotube diameter decreases, S
decreases slightly (practically remains constant around 67
mV/decade).

T T T T T 4,8)&0’6
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Nanotube diameter (nm)

Figure 5. Variation of g. and g at Vis=1 V and V=1 V
as a function of nanotube diameter.

The transconductance, an important device parameter, is
defined as measure of device gain and is directly related to
the circuit speed. The transconductance gm curve is
obtained by differentiating the drain current Ins with respect
to the gate voltage Vs at a given drain bias g.=0Ins/0Ves [18].
As can be seen from Fig. 5, when the nanotube diameter
increases the transconductance gm, increases. The drain
conductance defined by g=0lws/0Vus. Figure 5 also shows
the variation of drain conductance gd, in saturation, for
different values of d in a CNTFET. It 1s observed that gd 1s
higher for larger d. One notes a voltage gain gm/gd around
~ 25 whatever the value of nanotube diameter d is.

4.2 Investigation of effect of gate dielectric thickness:

The Tox/Iow current ratio of the CNTFETSs with gate oxide
thickness (t.) varying from 1,5 nm to 7nm are compared in
Figure 6. Iox 1s measured at Vis= 1V and V=1V, low defined
as the current obtained for Vs -1V and Ve=0V.

It can be seen from the figure that with decreasing of t., the
Tov/Iow ratio increases and lead to a high on- state current.
This is associated with superior control of the gate voltage
over the channel, which helps in reducing the off- state
current.
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Figure 6. Iox/Iow current ratio as a function of the
oxide thickness

As can be seen from Figure 7 when t.. decreases, the DIBL.
decreases. It is evident that the DIBL of device improves
with decrease in t.. There for the control of gate on the
channel becomes stronger.

Subthreshold slope is an important factor that increases the
standby power dissipation in CMOS circuits.
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Figure 7. Drain induced barrier lowering (DIBL)
and subthreshold slop versus oxide thickness.

A small subthreshold slope (S) is also desired for low
threshold voltage for FET's scaled down to small size [19].
The lowest theoretical limit for S is: S= (KsT/q)In(10) =60
mV/decade at room temperature.

Figure 7 shows that the subthreshold swing decreases with
decreasing (t.).

As shown in Figure 8, it is seen that as gate dielectric
thickness (t.) increases the drain conductance, gd, and
transconductance gm, continues to decrease.

gm (S/m)
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Figure 8. Variation of g. and gi at Vos=1 V and V=1
V as a function of oxide thickness

5. Conclusion

We mmplement a two- dimensional model to explore the
behavior of a CNTFET at different nanotube diameters and
gate oxide thickness.

Based on the Iox/Ion current ratio, drain -induced barrier
lowering (DIBL), subthreshold slope, transconductance and
out conductance variation with different carbon nanotube
(CNT) diameters and gate oxide thickness, the CNTFET
behavior is evaluated.

We concluded that using large CN'T diameter and thinner
gate oxide are caused by the enhancement in on-state
current, transconductance and out conductance. In
addition, off-state current, DIBL and subthreshold slope
mmprove in - CNTFETSs with thinner gate oxide, but they
become worse in CNTFETs with large nanotube diameter.
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Abstract

CdTe pure and alloyed with some isoelectronic impurities was found in front of more than twenty years as very promising in
optoelectronics. The effectiveness of components based on these materials is strictly related to their quality. It is in this context
that our work. The objective in this study is to see the effect of plastic deformation of crystals of CdTe and CdZnTe on
crystallographic and optical properties. The investigation methods are X-rays as a means of crystallographic characterization,
measurements of UV-Visible spectrophotometry, as means of optical characterization. The main results show that: the best
crystal (CdZnTe) before deformation, which shows the highest dislocation density afier deformation and increased optical gap,
which decreases for CdTe. The effect of dislocations on the optical properties 1s characterized by a shift of the absorption edge
relative to the undeformed state, due to the creation of acceptor centers, which are the neutral hole CdTe and Cd decreased

concentration of Zn atoms substituting Cd atoms

Keywords: single crystals, CdTe, CdZnTe, plastic deformation, dislocations, optical gap, UV-visible.

1. Introduction :

II-VI semiconductors are materials composed of elements
from columns II and VI of the periodic table. In this family,
CdTe is the most recommended [1], because of its properties
enabling it to detect X and y [5], and in the field of infra-red,
and its use In medical imaging [2,3] and also serves as a
substrate for epitaxial infrared detector CdHgTe [4]. CdTe is
a direct gap semiconductor, its band structure [6], enables
vertical radiative transitions between the valence band and the
conduction band. It has a wide band gap of about 1.51eV at
room temperature, which is optimal for junction solar
efficiency [7]. The cadmium telluride are used to conduct
basic physical studies using two characteristics that make them
more susceptible to external shocks:

(1) the binding energy of the exciton oscillator strength and
are large, allowing thin optical studies.

() we can insert elements in the matrix without inducing
electrical change, such as Zn, Mn and Hg

Despite efforts to improve the crystalline quality of CdTe, this
one still has a density of defects, from physical or chemical
considerable. This has prompted researchers to turn to the
CdZnTe alloy that provides better crystal quality. An
examination of the peculiarities of the electrical behavior,
related to the presence of a field of microstrain by dislocations
1s essential in improving the properties of semiconductors.

All properties of crystals depend in one way or another, the
type and density of dislocations, their electronic states and
their interactions with other types of defects. In some cases,
the mfluence of dislocations of different types can even be
contradictory. It happens to not be able to specify which of the
dislocation affects the spectrum of electronic states. To resolve
this problem, attention has focused in recent years, using
samples with a controlled distribution of dislocations
monotypes, study local variations of physical properties of the
crystal under the action of individual dislocations. In
semiconductors under the influence of dislocations, the
mobility of current carriers can vary considerably, and their

concentration, causing changes in electrical and optical
properties of these materials.

These changes are manifested by the appearance of energy
levels quite new and even areas or by varying the width of the
band gap, caused by the dislocation strain field.

2. Experementale
2.1 Difraction X-ray (XRD)

The X-ray diffraction (XRD) allows qualitative and
quantitative analysis of the material to the condensed state.
The shape of the diffraction peaks can be related to the
crystalline microstructure. Knowledge of the positions of
diffraction peaks and intensities of diffracted beams allow the
identification of phases present, the measurement of residual
stresses, the lattice parameter, grain size and the study of
textures. Analyses of X-ray diffraction were performed using a
Siemens D5000 diffractometer. The source used 1s a copper
anticathode operating under a power of 1200 W (30 kV and
40 mA).

2.2 Optical spectroscopy ultraviolet-visible

In this section we will define the coefficient of optical
transmittance and give its physical meaning, as we will describe
the method of determining the optical gap Eg of the material

[8].
2.2.1 The transmuttance spectra

The transmission coefficient, or transmittance T, 1s defined as
the ratio of the transmitted light intensity to the intensity of
incident Light [9].

For the transmittance curves, our samples of CdTe were
deposited on glass substrates. These are essential, because it
does not absorb light in the spectral range studied. A substrate
blank in the reference beam spectrophotometer was used. For
plotting the spectra, a computer connected to this unit
reproduces the spectra representing the transmittance function
of the wavelength of the incident beam.
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2.2.2 Absorption Spectra
To determine the absorption coefficient (o), we used the
relation of Bouguer-Lambert-Beer or often simply called,
Beer's law [10]:
-ad

T=e (1)
If one expresses the transmittance T (%), the absorption
coefficient is given by:
1 100
a=—In 2
d \T(%)

Knowing the thickness of the layer, d, so we can determine the
absorption coefficient for each transmittance value which
corresponds to an energy. By scanning the entire field of
energy, we plotted the variation of absorption coefficient as a
function of incident photon energy (hv), an example 1s shown
mn Fig.1.

2.2.8 Determination of the width of band tail

We carried on a semi-logarithmic variation of absorption
coeflicient as a function of photon energy. In this region,

called the Urbach region, the absorption coefficient can be
expressed by the following equation[11].
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Fig.1 Variation of absorption coefficient
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Fig.2 Determination of the energy gap by the
extrapolation method from the variation of (ahv) 1/2
as a function of hv.

6]

By calculating logarithmic slope, 1/ E00 in this region, we

a= ao.exp(hv/EOO)

were able to evaluate the disorder of the film Eu, using the
mverse of the slope.

2.2.4 Determination of the optical absorption threshold

In the area of high absorption (o> 104cm’), the relationship
between the absorption coefficient ¢ to the photon energy is:

75

(@hn)!’? =B(hv -Eg) )

‘Where B is a constant and Eg defines the threshold for optical
absorption  [11,12].  The graphical representation of

(OZ.h V)l/za function of energy (Fig. 2) represents a linear

part, whose intersection with the axis of energy gives the
optical gap Eg.

2.2.5 Working Principle

The optical absorption measurements were conducted at the
University of Constantine. We use a tungsten filament lamp
(50W) as a white source, that 1s to say that emit light in a wide
range of wavelengths covering the entire spectrum, visible.
This light 1s first filtered by two specially diaphragms, then
made parallel by placing the source at the focus of a
converging lens. The light transmitted through the sample is
spectrally dispersed by the network, then passes through a
monochromator and is then detected by a photomultiplier.
Measurements are performed at room temperature.

3. Result and discuss
8. 1. Determination of slip systems

8. 1. 1. Identification of slip system

[iTo] /

1
!
\”111') S

[117]

1]

Fig.3 (left): Crystallographic orientations
Fig.4 (right): Images obtained by light microscopy of slip
system generated

The specimens for plastic deformation are oriented in such a
way as to enable an easy slip system, that is to say having the
largest Schmid factor (Fig. 3.a).

For the system with a diamond structure (zinc blende in our
case) the slip system in question is the primary system [ 1 10]
(111), single system activated under the stress of the stress o//(
139.

For this slip system Schmid factor is 0.47, Figure 3(a and b)
shows the crystallographic orientations and the 1mages
obtained by light microscopy of slip system generated.

3. 1. 2 determining the Burgers vector

The slip plane in the case of cubic diamond (111), it is
generated by perfect dislocations with the Burgers vectors

a

Z[i10] . 113]

2

The system [ 110] (111) is generated from corners dislocation

characterized by Burgers vector absolute value of the
surrounding 4.56A (Tab.1).
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Tab.1: Some parameters of studied samples

Sample a (A) ”5” (A)
CdTe Deformed 6,459 4,567
CdZnTe Deformed 6,465 4,571

3. 1. 8 Calculation of dislocation density

3.1, 3. 1 width at half maximum of the diffraction peaks and
defect density

Much work has been devoted to the study of work-hardened
metals. It 1s possible to link the characteristics of the reflection
profile, line width, asymmetry, peak position, size of
diffracting domains, density, nature, the width of stacking
faults etc. It 1s a difficult study because the observed effects
arise in general from several sources: the line broadening, for
example, i1s due both to the effect size (average size of
diffracting domains) and the distorting within areas (presence
of stacking faults, etc. ...) [14].
An interesting attempt to link the density of dislocations in the
line width was made by P. Gay, P. B. Hirsch and A. Kelly
[15]: they interpret the mosaic structure, considering it consists
of sub-grains separated by walls of edge dislocations. The
angle between two adjacent sub-grains depends on the number
of dislocations in the wall and its sign depends on that of
dislocations. P. Gay et al assume that the distribution of blocks
around a mean position is a Gaussian distribution and
consider that the width at half maximum B of reflection profile
of this crystal mosaic i1s equal to the angular width at half
height of distribution curve of the small blocks.
From these assumptions, they connect to the B dislocation
density

2

)

"D T2

Where b the Burgers of dislocations.
Width B can be deduced from reflection profile recorded
using the X-ray diffraction mounting.

Although the quantitative point of view (that 1s to say the exact
determination of the density of dislocations) XRD is not as
effective as the method that uses chemical attack bites it
remains essential to give a first ruling on the crystalline quality
of the crystal to be analyzed.

18 vector

8. 1. 8. 2 Comparison with experiment

The densities of dislocations before deformation densities are
in fact calculated by etching on samples not deformed, where
we notice some difference between the three types of samples
(Tab.2). We note in particular that the CdTe sample with 4%
7Zn has a dislocation density less than that observed in pure

CdTe.

Tab. 2: Dislocation densities before and after

deformation
Sample WQ(Cm 2) o (cm 2) ) AnD(cmn)
Before def After def
CdTe 5.10° 1,71.10" 1,71 .10°
CdZnTe 8 .10 3,57 .10° 3,57 .10°

3.1.4 Effect of impurity (Z1)

8.1.4.1 Effect on the lattice parameter
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The introduction of impurities in the CdTe matrix leads to
the variation of lattice parameter, which follows Vegard's law
for the whole area of concentration in regard to the Zn
mmpurity (Fig.5)
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Fig.5 [16]
Tab. 3: XRD results
Sample on /e oy Aa
20(°) (thkD) a(A) Q)
C4notdef  23.90 (111) 6,443 0.016
C4 def 23.84 (111 6,459 ’
C6notdef 2398  (111) 6,422 0.043
C6 def 23.82 (111) 6,465 ’
900.- C4 non déforme 2384
800 4
| (111)
700
g 600-
ff,'—“), 500
E 400—.
300—.
200-
100—.
0_-
23:,0 2?:,5 ' 21;,0 24‘,5 25‘,0
20 (°)
180000 C4 Déf 23‘90(111)
150000
@ 120000
2 90000 4
E 60000 +
30000 4
0
Z3I,O 23‘,5 Z4I,O 24‘,5 25‘,0
26 (°)

Fig. 6.a XRD spectra of C4 (pure CdTe)

Our work focused on a starting concentration of 4% and the
lattice parameter was deduced from XRD spectra (Fig.6.a, b).
We notice that after comparison 1s a small difference probably
due to two things:
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e The concentration after growth 1s not the start.
¢ Growing conditions have allowed us to obtain the empirical
variation (tab.4), are not the same used to obtain these
materials.
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Fig. 6.b XRD spectra of C6 (CdTe with 496 Znn)
Tab.4:
Sample aw (A) an A Aa(A)
C4 CdTe 6.443 6.481 0.038
C6 S [9]9 RA
ClonTe 6.422 6.456 0.034

3. 1. 4. 2 Effect on the density of dislocations:

The explanation of previous results was provided by K.
Guergour and colleagues [17], they assign this reduction to
cure provided by the introduction of Zn anchor who makes a
line break between two atoms of Zn and subsequently
prevents the multiplication of these, other hand experience
plastic deformation allowed us to give a quantitative estimate
of the density of dislocations caused by the deformation.
Table III.2 shows indeed a density of some 108 cm” for all
samples.

Once it 1s all very interesting to note that the sample as little
dislocated, had the case C6 1s one that generates a dislocation
density larger, about 10 times that seen on C4.

At the moment there is no plausible explanation for this
phenomenon, other more specific studies are needed.

But we note nevertheless that the density of dislocations
generated in the samples alloyed with Zn is greater than that of
pure material.
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3.2 Measurement by UV-Visible

The measurement results are illustrated by (Fig.7,8), these
measures helped to track the movement of the absorption
edge after deformation.

Tab. 5: Energy gap

Efev)

Sampl AL(ev)
AP Not deformed Deformed '
CdTe 1.476eV 1.448eV 0.028

CdZnTe 1.486eV 1.435eV 0.038

One interesting observation that can be deducted on the
comparison of samples not deformed them, where one can
see:

- The displacement of the absorption edge towards higher
energies for CdTe alloyed with Zn, which means an increase
in energy of the width of the band gap. This i1s confirmed
otherwise [17].
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Fig.8 UV-visible spectrum for CdZnTe

- On the deformed state, we notice a decrease in the
absorption edge Eg compared to the undeformed state, up to
38 meV.

These results lead us to emphasize that: in general, there was a
decrease in energy, given by the absorption edge, due to the
creation of level above the top of the valence band, ¢ that 1s to
say that the plastic deformation causes the creation of acceptor
centers with their energy close to Ev. In other words the
absorption 1s below the energy-related acceptor center created
by plastic deformation.

The narrowing of Eg, as regards CdTe is due by K. Guergour
et al [17] to the creation of gaps of Cd neutral after work
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photoluminescence on samples deformed by Vickers
microindontation.

The same authors attribute the decrease of Eg in the case of
CdZnTe, decrease the concentration of Zn atoms attracted to

the dislocations created by plastic deformation.
4. Conclusion

CdTe pure and alloyed with some isoelectronic impurities was
found in front of more than twenty years as very promising in
optoelectronics.

The effectiveness of components based on these materials 1s
strictly related to their quality. It 1s in this context that our
work.

The objective in this study is to see the effect of plastic
deformation of crystals of CdTe and CdZnTe, the
crystallographic and optical properties.

The investigation methods are X-ray diffraction (XRD) as a
means of structural characterization and measurements of
UV-Visible spectrophotometry, as a means of optical
characterization.

The main results show that:

The best crystal (CdZnTe) before deformation, 1s the one with
the highest dislocation density after deformation and higher
optical gap.

The effect of dislocations on the optical properties 1s
characterized by a shift of the absorption edge relative to the
undeformed state, due to the creation of acceptor centers,
which are the gaps neutral CdTe and Cd decreased
concentration of Zn atoms substituting Cd atoms
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Abstract

In this work, two types of commercial aluminum alloys (industrial and recovered aluminum) are studied. The surface 1s irradiated

by Nd: Yag laser (A = 532 n, with a pulse duration of 15 ns and an energy of 50 mJ). The experimental results show that the
hardness profile can be divided into three regions. The melted area 1s the hardest region, Then, the hardness decreases sharply in
the interface region between the melted area and the heat-affected zone.

Keywords: Laser treatment, aluminum alloys, Hardness,

1. Introduction

Even though over 30% of the aluminum produced
worldwide now comes from secondary sources (recycled
material), the collecting, sorting, and separating of scrap
aluminum as well as the processing and upgrading
equipment used to convert scrap aluminum and its alloys
mto new aluminum products and mixtures are studied[1].
The recycled alumimum alloys provides a benchmark in
assessing a sustainable vision for positive economic and
environmental progress, and it can serve as great reference
for educating the next generation of engineers on the
demands of sustainable development and the application of
life-cycle assessment by industry [2].The Nd:Yag laser
radiation 1s used to improve several material surface
hardness, like aluminum, titanium, nickel, cooper and kind
of steel (21CrMoV57 and 40C130) targets [3], CdZnTe
crystal[4]. The same radiation source is also used to treat
some biomaterials[5,6].

In this paper, two comercial alumimum alloys (industrial
and recuperated aluminum) are studied. EFach alloy
contains several chemical elements and it is composed of
more than six elements[7]. Although it is a complex
material, but we can studied the effect of laser radiation on
the surface hardness.

2. Experimental

The samples studied are two materials, industrial and
recuperated aluminum alloys. They were polished
mechanically and cleaned. The chemical composition of
each type is obtained by X-ray analysis[4]. The chemical
composition of recycled aluminum alloy 1s Al(72.02 wt %),
Si(13.05 wt %), Zn(6.34 wt %), O(4.28 wt %), Mg(2.08 wt
%), Cu(1.75 wt %), and N1(0.48 wt 96). The chemical
composition of industrial aluminum alloy is AI(83.10 wt %),
Cu(5.47 wt %), Fe(4.12 wt %), O(2.71 wt %), Mn(1.74 wt
%), Si(1.66 wt %), and Mg(1.20 wt %)[7]. A nanosecond
pulsed laser (Nd:Yag) is used to irradiate an aluminum alloy
sample (figure 1). The instrument used in this experiment is
the Spectrum laser system. The laser used is a Q-Switch
Nd: YAG Bnlliant (Quantel). The Bar is pumped by flash
lamps, and delivers 300 m]J per pulse at A = 1064 p m. The
dubbing 1s often made with a crystal KDP output of the
laser, and allows for 160 m] per pulse at A = 532 nm. A
diachronic mirror, positioned behind the crystal doubler,
cannot recover the beam at A = 532 nm.

The measures of the micro-hardness were taken by a semi-
automatic micro-durometer, type ZWICK with Vickers
penetration

, under a load of. 100 g and connected to a micro-computer
that allows the automatic footprint through an appropriate
software.

The properties of material studied are reported in the table

1.

Tablel: Main properties of the two alloys studied (compared with pure Aluminum)

recuperated aluminum

imdustrial aluminum

pure Aluminum

Density (Kg.m?) 2816 2614 2700
Microhardness (kg F/mm’) 118 125 2.75
Thermal conductivity (W/m.K) 128 160 237
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3. Results and discussion

Figure 2 (a and b) shows a Scanning Electron Microscope
mmages of irradiated area, the line indicates the track of the
hardness measures, whereas the circles show the three
zones. Figure 2(c) represents the hardness curves depending
on the distance along the irradiated zone for both 10 and 40
shots of laser pulses. The hardness profile can be divided
mto three regions:

1. The melted area is the hardest region because the
hardness can reach 164 Kg.F.mm” (for 10 shots)
and 173 Kg.F.mm” (for 40 shots)

2. Then, the hardness decreases sharply in the
mterface region between the melted area and the
heat-affected zone.

3.  The hardness gradually decreases from 152 to 130
Kg F/mm2 in the heat-affected-zone

The hardness remains unchanged in the area unaffected,
the value of 125 Kg F.mm” is the same of that of untreated
aluminum (see table 1).
On the other hand, the figure 2(c) shows that the
microhardness increases with increasing of number of
shots; the curve for 40 shots 1s above that for 10 shots.
These results confirm that obtained by other researchers

[3].

4. Conclusion
According to this brief study, the microhardness of
aluminum alloys (including the commercial aluminum)
depends on the spatial distribution of laser energy whatever
the form of laser spot. The microhardness takes a

81

maximum value at the center, and then decreases when one
goes to the boundaries.
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