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         Abstract 

 

Heart disease, the predominant cause of morbidity and mortality worldwide, poses considerable diagnostic 

challenges. The imperative to identify and assess risks at an early stage requires the development of a robust 

and effective forecasting system. Machine learning enables accurate predictions, proving invaluable in 

various fields such as finance and healthcare. However, the varied performance of algorithms introduces 

complexities, with some achieving high prediction accuracy and others demonstrating comparatively lower 

precision.  

In this work, we introduce a method using a multi-layer perceptron to provide decision support in the 

diagnosis of heart diseases in patients. This proposed model is systematically compared with four important 

machine learning counterparts: Random Forest, Logistic Regression, Naive Bayes, and SVM. Performance 

evaluations are conducted using a comprehensive dataset derived from a cardiovascular study including 

Massachusetts residents with coronary heart disease. 

The obtained results suggest that the accuracy of the model based on a multilayer perceptron is superior 

compared to the four other machine learning models. The use of MLPs appears to be a promising and 

effective approach for enhancing diagnostic accuracy in the field of cardiovascular health when employing 

this type of data. 
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1 Introduction 

The deployment of machine learning techniques in the medical and biomedical fields plays a central role 

in disease diagnostics. Notably, the survey by Lahmiri et al. highlights this role by using machine learning for the 

diagnosis of diseases such as Parkinson's disease, relying on measures of dysphonia [1]. 

Cardiovascular diseases (CVD) are among the deadliest diseases worldwide [2]. However, a considerable 

number of people suffering from this disease could have been saved if they had been diagnosed in time. Therefore, 

accurate diagnosis at an early stage of cardiovascular disease is imperative and should be performed with 

increased prediction accuracy [3]. Machine learning methodologies present a potential avenue to mitigate 

mortality rates, improve prediction accuracy, and reduce diagnostic time. 

Deep learning enables computational models, characterized by multiple processing layers, to acquire data 

representations with varying levels of abstraction [4]. This approach excels in addressing challenges associated 

with non-linear relationships and intricate interactions between models and outcomes, surpassing conventional 

methods [5]. Among Deep Neural Network (DNN) models, the MultiLayer Perceptron (MLP) 

is one of the most fundamental architectures. The latter is distinguished by its layered structure, comprising at least 

three main layers: an input layer, one or more hidden layers and an output layer. This layered architecture enables 

progressive, hierarchical modeling of data features, where each layer of neurons learns to represent increasingly 

abstract aspects of the input data. [6].  

Motivated by recent advances in deep learning and with the aim of improving the predictive accuracy of 

coronary heart disease (CHD) diagnosis, we compare the performance obtained by the MLP model against 

alternative machine learning approaches. The rest of this paper is organized as follows: in section 2, we expose 

some research works which are interested in disease diagnosis prediction. Section 3 presents the proposed 

classification method. In section 4, we present the experimental results obtained by the models. Finally, section 5 

concludes the document and gives some perspectives.  

2 Literature Review 

Disease prediction and diagnosis has aroused the interest of many researchers and has been the focus of 

several studies. In the work of Banu and Gomathy [8], the authors applied preprocessing to the data before storing 

it in the database. Then, a grouping of the processed data was applied using grouping algorithms which included 

the K-means grouping technique. Using the C 4.5 algorithm, the observed patterns were classified into different 

classes. After that, the measure of performances of the decision tree model was based on the entropy of the 

information. The experimental results demonstrated the ability of this method to predict a heart attack with 

satisfactory accuracy. 

In the work of Tan et al. [9], a hybrid method was introduced using two machine learning algorithms, 

namely: SVM and genetic algorithms. Then a data mining was applied using tools like WEKA and LIBSVM to 

analyze them. In order to assess the performance of the proposed method, five different datasets were collected 

from the UCI repository. The hybrid method achieved an accuracy of 84.07% for heart disease and 86.12% for 

hepatitis. Another work carried out by MIAO et al. [10] presented a deep neural network to help increase the 

reliability of heart disease diagnosis and prognosis. The suggested model included a classification model based on 

training data and another model that could predict the diagnosis of patients. A data set of 303 patients diagnosed 

with coronary heart disease was used. This model achieved an accuracy of 83.67%. 

In the work of Uhmn et al. [11], several machine learning techniques were used to predict chronic 

hepatitis: SVM, decision tree and decision rule. The prediction was made from Single Nucleotide Polymorphism 

(SNP) data. 

The results obtained showed that the decision rule was able to distinguish chronic hepatitis and obtained the 

highest precision of the three techniques used; 73.20%. 
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In order to predict heart disease, Kumar et al. [12] compared the RIPPER classifier, decision tree, artificial neural 

networks and SVM. The experimental results showed that SVM proved to be the best technique among the four 

classification methods used for predicting heart disease with the highest accuracy. 

Most of the related works uses the same dataset, accessible on the UCI repository, containing the medical records 

of 303 patients with heart failure. The difference between our work and related works lies in the use of a larger and 

a more complex dataset (over 4,000 clinical cases) [7] and also in the proposed neural network architecture to 

perform the classification. 

 

3 Proposed Method 

In this section, we present a method of diagnosing heart disease using deep learning to assess its ability to 

predict coronary heart disease compared to other popular machine learning methods. This method has already been 

used in previous work in other diseases [13] [14].The experimental results were compared with the results 

obtained using the different models: Random Forest, Logistic Regression, Naive Bayes and SVM. To evaluate 

each model, we used the same dataset provided by a cardiovascular study conducted by Massachusetts residents. 

 

3.1 Description of the method 

The proposed method consists mainly of three steps. The first includes the preprocessing of the raw data 

to remove or replace the missing values and transform the categorical data present in the dataset into numeric data 

in order to be usable by the model. In the second step, we proceed to the classification of the preprocessed data in 

the first step based on a DNN algorithm in order to build the model. The last step is dedicated to the test to 

evaluate the model built in the previous step. 

 

3.2 Different steps of the method 

As highlighted previously, the methodology is based on a structured sequence encompassing three 

discernible steps each playing a crucial role in developing the overall effectiveness of the predictive model: 

Step 1: data preprocessing 

 

In this step, we preprocessed the data by exploring the raw data to transform it into an understandable 

format because the raw data is often incomplete and can cause errors during classification. The data preprocessing 

applied in this method included the following two points: 

 

• Missing values: they can lead to misclassification. There are several methods commonly used to impute 

these kinds of values [15]. One method is to calculate the mode, median or average of the entity and impute them 

with the missing values. It is an approximation that can add variance to the dataset. This method only works for 

numeric data. The coronary heart disease dataset used in this paper has several missing values. 

• Categorical data: they are generally transformed into numeric data. This transformation is applied because 

numeric data is often easier to process than categorical data in order to avoid additional complexities due to the 

semantics relating to each category value. In the dataset used, some data were categorical and they were 

transformed into numerical data as explained in the following section. 

Step 2: classification 

 

In this step, the preprocessed data was used for MLP training in order to build the pre-diction model. 

Since there is no precise method for choosing the number of neurons and the number of layers of a deep neural 

network, we carried out several tests in order to fix the number of layers and the number of neurons in each layer. 
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The proposed neural network consists of five layers of neurons; three of them are hidden layers. The number of 

neurons in the input layer of this MLP is equal to the number of characteristics in the heart disease dataset. 

Therefore, the first layer is made up of 14 neurons and the output layer contains a single neuron. These should 

indicate whether heart disease is present 1 or absent 0. At the three hidden layers and the output layer, two 

activation functions are used as shown in Fig. 1. 

 

 

 

 

Fig. 1. Design of proposed multilayer perceptron 

 

This figure illustrates the design of the proposed MLP for diagnosing CHD. This MLP uses the ReLu (Rectified 

Linear Unit) function [16] for hidden layers. The advantage of this function is that its gradient becomes 0 for all 

negative values and 1 for all positive values. During the learning process, this property is important because it 

allows to correct or avoid the problem of the leakage gradient.  

The second function used in the MLP is the Sigmoid function [17]. This function is generally used in 

the case of a binary classification. It takes a real input value and transforms it into a real output value between 0 

and 1. The equations of the function ReLU and Sigmoid are defined as follows: 
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• ReLU function:  

                 𝑓(𝑥) =  {
0, 𝑥 < 0
𝑥, 𝑥 ≥ 0 

   … (1) 

 

• Sigmoid function:  

            𝑓(𝑥) =  
1

1+𝑒−𝑥       … (2) 

 

At the end of this step, the classification of the preprocessed data was carried out. The model performance was 

evaluated in the next step. 

Step 3: test 

 

In this step, we evaluate the model’s effectiveness, which results from the previous step, to diagnose 

heart disease using the test data section. We apply cross-validation to keep our data random across the training and 

testing set. 

To evaluate the performance of the presented MLP, we used five performance metrics: accuracy, precision, recall, 

F-measure, and area under the ROC curve (AUC). These performances were calculated as follows: 

 

• Accuracy    =    
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

 

• Precision    =    
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

 

• Recall         =    
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

 

 

• F-measure  =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

 

• AUC          =  ∫ 𝑅𝑂𝐶(𝑡)𝑑𝑡  𝑤ℎ𝑒𝑟𝑒 𝑡 = 1 − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑡𝑦
1

0
 

 

The experimental results obtained are presented and compared to the results obtained by other machine learning 

methods in the following section. 

4 Experimentation and Results 

As mentioned in the previous section, we used a dataset that comes from an in-court heart disease study 

in which patients are residents of the town of Framingham, Massachusetts. This dataset [7] includes 4,241 clinical 

cases in CSV format. Each of these patients exhibits 15 attributes. It provides statistical data on obesity, physical 

activity, smoking, sex, age, BMI, systolic and diastolic blood pressure, heart rate, blood glucose level, alcohol and 

diseases requested by the World Health Organization (WHO). The target attribute represents a Boolean. The 0 

signifies the absence of CHD in the patient and 1 its presence. The dataset shows an imbalance between the 

number of patients with CHD and the number of healthy patients. 
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4.1 Experimentation 

In order to prepare and clean the data for classification, we made sure that there were no duplicate 

entries or categorical variables to transform into a numeric value. How-ever, the dataset had some missing values. 

Columns that have missing values are shown in Tab. 1. and Fig. 2. 

 

Tab. 1. Number of missing values per attribute 

Columns  cigsPerDay BPMeds TotChol BMI heartRate Glucose 

Missing values 29 53 50    19 1 3800 

 

 

Fig. 2. Percentage of Missing Data by feature 

 

The column that shows the glucose level has the highest percentage of missing values. Despite the 

number of these values, they represented only about 12% of the total data and were therefore suppressed. 

Missing entries only made up 12% of the total data and could therefore be deleted without losing much data. The 

number of registrations decreased from 4241 to 3751. However, the dataset was unbalanced with a number of 

negative cases diagnosed much greater than the number of positive cases, which may affect the quality of the 

classification. In order to balance the data, we used the synthetic minority oversampling technique (SMOTE) 

proposed in 2002 [18]. This allows creating a synthetic example rather than oversampling by replacements. 

SMOTE first selects an instance of minority class x1 at random and finds its k nearest minority class neighbors. 

Once the method was applied, the dataset was much more balanced. In order to implement the MLP 

described in the previous section, we used Python (version 3), Pandas, TenserFlow and Keras. MLP uses the ReLu 

activation function for hidden layers and the Sigmoid function for the output layer. The three hidden layers of 

neural network are composed of 28, 16 and 8 neurons respectively. 

We opted for using the Adam algorithm. It is an adaptive learning rate optimization algorithm that is 

designed specifically for the formation of MLP, with cross entropy function and 10-fold cross validation. 
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The models’ performance was evaluated based on five performance measures: accuracy, recall, precision, F1-

measure and AUC [19]. 

The same performance measures and dataset used to assess the effectiveness of the MLP were used to 

assess the performance of the models constructed using other ma-chine learning methods. 

4.2 Results and discussion  

The model constructed from the MLP was tested using 10-fold cross-validation. Fig. 3 shows the 

accuracy curve of the model during training and testing.  

 

 

 
Fig.3 Accuracy Curve of the model  

 

The other classifications were performed on the same heart disease dataset using other machine learning 

methods. The results obtained are presented in Tab. 2. The methods: Random Forest, Logistic Regression, Naive 

Bayes, SVM and MLP are named M1, M2, M3, M4 and M5 respectively in the table below. 

 

 

Tab. 2. Performance of each machine learning method used as well as that of the proposed MLP. 

 

Measure M1 M2 M3 M4 M5 

Accuracy 0.69 0.66 0.70 0.84 0.85 

Recall 0.70 0.65 0.72 0.85 0.87 

Precision 0.67 0.63 0.69 0.84 0.85 

F1-score 0.68 0.64 0.70 0.84 0.86 

AUC 0.76 0.73 0.82 0.91 0.92 

 

Based on the five reported performance measures, the developed method obtained the best results compared to the 

four other techniques we used in this paper. The accuracy obtained by the proposed method was the highest (0.85), 

which suggests that the model constructed from the neuron network was the best classification algorithm. The 

SVM method was the most concurrent method with the MLP, but its precision remained lower (0.84). However, 
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the proposed method obtained only a slight improvement in recall compared to SVM. This is likely due to the 

MLP's ability to learn complex non-linear relationships between various features.  

While the results seem promising, it's crucial to consider limitations:  

 

• The study might not be generalizable to other populations with different characteristics.  

• More research is needed to validate the findings and compare against other state-of-the-art deep learning 

models. 

 

5 Conclusion 

 

In this paper, we have presented a method based on deep learning to predict the diagnosis of coronary 

heart disease. The dataset of patients with CHD was used to evaluate the models. The data was prepared and 

cleaned by balancing it and removing any records with missing values so that the quality of the prediction would 

not be affected. 

This dataset tested the ability of MLP to diagnose CHD compared to four other machine learning 

methods: Random Forest, Logistic Regression, Naive Bayes and SVM. The developed model obtained the best 

results compared to the other methods used with an accuracy of 0.85 and recall of 0.87. These results suggest that 

the use of MLP can increase the accuracy of the model in order to predict and inform the user of the system as 

quickly as possible. However, the accuracy and recall remain to be improved in order to build a system with good 

efficiency for health workers, and the MLP should be tested and generalized on other datasets. More research is 

needed to validate the findings and compare against other state-of-the-art deep learning models. 
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