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Abstract. The objective of the present
paper is to predict the future evolution
of stock markets using Artificial
Neural Networks namely, the
Multilayer Perceptron with Back-
propagation, and the Auto Regressive
Integrated Moving Average with
Conditional Heteroskedasticity
(ARIMA-GARCH). Data consisted of
daily closing stock prices from 2013 to
2016. Results showed that artificial
neural networks have produced a
much lower  prediction error
compared to ARIMA-GARCH. It was
concluded that ANNs are much more
powerful. However, their predictive

ability is closely related to how well

they are designed.
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MOKRANI Ahlem & CHERABI Abdelaziz

1. Introduction

From a practical perspective, it is possible to distinguish between two
types of financial time series, those who have a random character and those
who do not. Time series that do have a random character are unpredictable
no matter the accuracy of the model in question. Our focus is redirected
towards non-random time series. A time series that does not have a random
character means that there is a relationship in the data. This relationship can
be linear or non-linear (more complex). These types of data can be captured
using conventional models such as the autoregressive integrated moving

average (ARIMA).

However, when this relationship becomes more complicated, more
powerful models are needed, and this is where Artificial Neural Networks
have proven to be more performing compared to traditional models (Foster,
Collopy, and Ungar, 1992)!, (Kohzadi, Boyd, Kermanshahi, and Kaastra,
1996)2 and (Tang & Fishwick, 1993)3. This is mainly due to the fact that ANNs
are able to (i) Learn from past data; (ii) Capture hard-to-describe relationships
among data; (iii) Generalize and correctly produce inferences; and (iv)

Tolerate errors4.

Research has shown that Artificial Neural Networks (ANNs)
outperform traditional models like ARIMA and GARCH and can generate
better predictions when applied to financial time series. In that sense, (Yao et
al, 1999)° compared the forecasting ability of both ARIMA and ANNs when
applied to the Kuala Lumpur Stock Exchange. Results showed that ANNs
have outperformed ARIMA models. Similarly, (Darrat & Zhong, 2000)°
compared the forecasting performance of several models like the Naive

model, ARIMA, GARCH, and ANNs in forecasting the Chinese stock
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exchange. Results have provided a strong support for ANNSs as a potentially
useful technique for stock market prediction. (Kumar, 2009)” showed that
ANNSs do work better than ARIMA and that it delivers consistent results
across the tested periods. (Wijaya et al, 2010)® also compared the stock
forecasting result of Indonesia using ANNs and ARIMA, and showed that
forecasting using ANNs has produced smaller errors than ARIMA. (Derbal,
2014)° tried to predict the future evolution of Dubai Financial Market using
various models namely, Box-Jenkins, ARCH models and ANNs. Results
showed that ANNs are more robust than both ARCH models and the Box-
Jenkins method. (Adebiyi et al, 2014)1 also compared the forecasting
performance of ARIMA and ANNs when applied to the New York Stock
Exchange. They showed that ANNs do generally provide more accurate
forecasts than ARIMA. (Charef & Ayachi 2016)"! presented a comparison
between ANNs and GARCH models for exchange rate forecasting. Results

indicated that ANNSs are more accurate than GARCH models.

However, when both ARIMA and GARCH models are combined, results
may be different. This paper seeks to further clarify opinions reported in the
literature on the superiority of ANNs over ARIMA-GARCH especially when

it comes to stock market prediction.

2. Methods
2.1. Artificial neural networks
2.1.1 Definition
An Artificial Neural Network can be defined as: “a mathematical model that
is similar to the structure and the operating principle of mammalian cerebral cortex.

It consists of a set of interconnected groups of artificial neurons that are able to learn
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from past experience and then to generalize in order to solve a problem. Artificial
Neural Networks are considered as multivariate nonlinear nonparametric models. In
opposite to univariate models, multivariate models are able to capture the effect of
multiple variables. When their non-linear properties are added to their ability of
learning, they can capture very complex relationships among data that cannot be

captured by traditional non-linear models™2.

2.1.2 The Multilayer Perceptron with Back-propagation

algorithm

There are various models of artificial neural networks. However, only
very few of them can be used to make predictions on financial time series.
According to (Moreno, Pol & Gracia, 2011)'3, these networks are: the Radjial
Base Function, the Generalized Regression Neural Network, the Recurrent
Neural Network and the Multilayer Perceptron. The main focus in the present
paper is on the latter model. The multilayer perceptron, known as the feed-
forward with back-propagation is the most popular model in financial time
series prediction. A certain number of comparative studies between these four
models have shown that the multilayer perceptron performs better than the
other ones when it comes to prediction. According to (Zhang et al., 1998)4,
this is due to its ability of arbitrary input-output mapping. The multilayer
perceptron is equivalent to a non-linear model. In this specific case, the inputs
are the previous observations y;, y;_;, ... Ys—, and the output is the predicted

value y;,;. The model’s mathematical function can be expressed as: y;.; =

fOeYe-t1s - Ye-n)

Figure 1 shows the structure of a multilayer perceptron. It is
composed of three layers: the input layer, the hidden layer and the output

layer. For each layer, there are a certain number of settings. These settings can
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be adapted to better fit the studied problem. The optimal configuration of the
network can be obtained using the following methods: the pruning algorithm,
the polynomial time algorithm, the canonical decomposition technique and
the network information criterion (Zhang et al., 1998). However, these
procedures are not fully reliable and the user is always advised to test a wide

set of networks in order to select the most appropriate network configuration.

Figure 1. The structure of the multilayer perceptron.

Hidden

Ouput
layer

Source: Moreno, Pol, and Gracia, “ Artificial Neural Networks Applied to
Forecasting Time Series,” 326.

While the input layer is responsible of relaying the values from their
single input to their multiple outputs, the hidden layer is responsible of
detecting data features and finding the existing patterns through the
adjustment of weights. This operation is repeated as many times as needed
until the network reaches its highest performance. (Zhang et al., 1998)1>
defined training as: “An unconstrained nonlinear minimization problem in which
arc weights of a network are iteratively modified to minimize the overall mean or total
error between the desired and the actual output”. Finally, the output layer is
responsible of producing a response. In the present context, the output

response is the predicted value.
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2.2. ARIMA and GARCH models
2.2.1 ARIMA model

The Box-Jenkins approach to modelling ARIMA processes was
introduced for the first time by (George Box and Gwilym Jenkins, 1970)'6. An
ARIMA process is considered as a mathematical model used for forecasting.
The Box-Jenkins modeling seeks to: (i) identify the most appropriate
ARIMA(p,d,q) process; (ii) fit it to the data; and then (iii) use the fitted model
for forecasting. One of the most attractive features of the Box-Jenkins
approach is that ARIMA processes are a very rich class of possible models and
itis usually possible to find a process which provides an adequate description
of the data?”.

Each ARIMA process has three parts: the autoregressive (AR) part;
the integrated (I) part; and the moving average (MA) part. The models are
often written in shorthand as ARIMA (p,d,q) where p describes the AR part, d
describes the integrated part and g describes the MA part'8. The general form
for ARIMA(p,d,q) that generates the time series with the mean g can be
expressed as!®:

o, B -B) (v, -u)=206,(8),

Where ¢ (B)=1- Zp: 9, B',0,(B)=1- Zq: 6 B/ are
polynomials in terms of B of degi;elze pandg, Vv = (1 - B )/=,land B is the
backward shift operator.

The original (Box & Jenkins, 1970) modelling (ARIMA) procedure
involved an iterative three-stage process of model selection, parameter
estimation and model checking®. Recent explanations of the process
(Makridakis, Wheelwright and Hyndman, 1998)?! often added a preliminary
stage of data preparation and a final stage of model application.

- Data preparation: This step involves transformation and differencing.

Transformation of the data can help stabilize the variance in a series
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where the variation changes with each level. This often happens with
economic data. Then, the data is differenced until there are no obvious
patterns such as trend or seasonality. The differenced data is often easier
to model than the original data.

- Model selection: The Box-Jenkins framework uses various patterns
based on the transformed and differenced data to try to identify potential
ARIMA processes which might provide a good fit to the data. Later
developments have led to other model selection tools such as Akaike’s
Information Criterion (Akaike 1969)22.

- Parameter estimation: In this step, the values of the model will be
defined.

- Model checking: This step involves testing the assumptions of the model
to identify any areas where the model is inadequate. If the model is found
to be inadequate, it is necessary to go back to step 2 and try to identify a
better model.

- Forecasting: This is what the whole procedure is designed to
accomplish. Once the model has been selected, estimated and checked, it
is usually a straight forward task to compute forecasts.

2.2.2 GARCH model
The ARCH process was introduced for the first time by (Engle, 1982)%. It
is able to recognize the difference between the unconditional and the
conditional variance allowing the latter to change over time as a function of
past errors. The statistical properties of this class of models have been studied

in (Weiss, 1982)* and in a recent paper by (Milhoj, 1984)% (Bollerslev 1986)%.

The most suggested models to test the existence of ARCH effectis (Engle’s

1982) ARCH-LM test and (McLeod and Li’s 1983)% Q test. Therefore, we apply
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ARCH-LM test (Lagrange Multiplier, LM) to investigate the presence of
Autoregressive Conditional Heteroscedasticity effect in residuals of ARIMA
model under the null hypothesis of no ARCH effects?.
The GARCH (r,s) process which is the generalized version of ARCH
models are introduced by (Bollersev, 1986), namely the Generalized
Autoregressive Conditional Heteroskedasticity is then gjven by:

2 2 2
5t:a0+zaiat—i+z ﬂié‘t—i

i=1 i=1

Where & is the conditional variance of y, ,ar, > 0 and gf(a'i + ﬁ,) <1
. Note that o, and f, are the coefficient of the paramel;c:elrs ARCH and
GARCH, respectively.
2.2.3 ARIMA-GARCH model

ARIMA can in fact be combined with ARCH/GARCH. The latter is a
method to measure volatility of the time series, or more specifically, to model
the noise term of ARIMA. It incorporates new information and analyzes the
series based on conditional variances where users can forecast future values
with up-to-date information. The forecast interval for the hybridized model is
closer than that of ARIMA?. The methodology of this hybrid procedure is

shown in Figure 2.
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Figure 2. Flowchart of the procedure for ARIMA-GARCH models
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Source: Yaziz et al 2013, 1204.

3. Results and Discussion
3.1. Data presentation
Data was provided by MSCI Inc. It consists of daily closing values of
the MSCI stock market index for both Morocco and Tunisia. Data covers the
period from December 30, 2013 until December 30, 2016. (785 observations).
Figure 3 and Figure 4 show that the two price series are very irregular with
varied degrees of fluctuation. The two time series plots clearly show that the

mean and variance are not constant, showing non-stationarity of the data.
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Figure 3. Morocco’s Stock Prices Index Figure 4. Tunisia’s Stock Prices Index
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Source: Eviews 9 outputs.

Returns were plotted using Eviews9. Figure 5 and Figure 6 show that
both return series are stationary and exhibit no trend and the amplitude varies
with time. Volatility clustering is also evident. We will check this with the

ADF test.

Figure 5. Morocco’s log returns plot. Figure 6. Tunisia’s log returns plot.
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Source: Eviews 9 outputs.

The Augmented Dickey-Fuller (ADF) test (Dickey & Fuller, 1981)% as
given in Table 1 indicates that the two return series are stationary as the
absolute value of statistics is greater than the critical value and thus, both the
Moroccan and the Tunisian time series are suitable for modeling.

Table 1. Augmented Dickey Fuller test statistic for return series.

Model (3) Model (2) Model (1)

ADF statistics Morocco -27,146 -27,438 -27,113
Tunisa -27,080 -27,068 -27,058
Critical value (5%) -3,475 -2,903 -1,945

Source: Eviews 9 outputs.
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3.2. Descriptive statistics

Table 2 shows summary statistics for both the price and the return series.

Table 2. Descriptive statistics

Statistics Prices Returns
Morocco Tunisia Morocco Tunisia
Mean 271.87 943.46 2.07e-05 -0.0002
Median 270.99 965.99 8.63e-05 -0.0004
Maximum 315.48 1109.85 0.033 0.0395
Minimum 225.93 775.53 -0.028 -0.0387
Std-Dev 24.41 81.49 0.007 0.0082
Skewness -0.04 -0.46 0.184 0.1034
Kurtosis 1.82 211 4.937 5.3829
Jarque-Bera 45.32 53.98 127.081 186.894

Source: Eviews 9 outputs.

The results clearly emphasize the high volatility of the studied markets
since the standard deviation of both markets’ returns is relatively high in
comparison with the mean. Both price series have negative skewness
implying that the distribution has a long left tail. On the other hand, the return
series have positive skewness implying that the distribution has a long right
tail. The values for kurtosis are high (above three) for both return series
implying they are leptokurtic. The Jarque-Bera test (Jarque & Bera, 1987)%
rejects normality at the 5% level for all series. We can conclude that the data

sample contains volatility clustering and leptokurtosis.

3.3. Prediction by the neural networks model
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3.3.1 Data segmentation

The model will be applied on two data sets, with 785 observations for
each. Both data sets are divided into 3 sets: 70% for training, 15% for testing
and 15% for validation. Each time the number of delays (r) and the number of
neurons (n) in the hidden layer are modified.

3.3.2 Model specifications

All details about the model are displayed in Table 3. In the training
phase, values are presented to the network which is expected to adjust
according to its errors. In the validation phase, the network’s generalization
ability is tested. Training stops when generalization is no longer improving.
Finally, the testing phase is specifically designed to measure the network’s
performance after training is over.

Table 3. Model specifications.

Moroccan time series Tunisian Time Series

N° input nodes 1 1

N° hidden nodes layers 3 5

N° Output nodes One-step-ahead prediction (1)

NN Model Feed-forward (Multilayer Perceptron)
Training algorithm Levenberg-Marquardt Back-propagation

Training: 70%. Validation: 15% Test:
Data segmentation

15%
Type of connection Fully connected. No direct connections
between nodes between input and output.
Performance function Minimize MSE*: @
Activation function of =~ Hyperbolic Tangent (tanh): f(x) = Ezz::z
hidden nodes
Activation function of Linear: f(x) =x

output nodes

Note: * denotes Mean Squared Errors

Source: Elaborated by the authors.
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3.3.3 Multilayer perceptron with Back-propagation algorithm

The network was designed using the Neural Network Toolbox that is
available on Matlab R2011a. During the training phase, the network keeps
adjusting weights until it reaches the highest performance or lowest MSE at
the validation phase. After several experiments with different network
architectures based on our ANN algorithm, Figure 7 and Figure 8 show the
evolution of MSE for both series at all three phases namely, training,
validation and testing. It is clear that the convergence of errors was very
smooth as the number of epochs increased. Concerning Morocco’s price
series, the best performance was achieved when MSE at the validation phase
reached its lowest value 2.4376 after 61 epochs. Tunisia’s price series however,
achieved performances with an MSE at the validation phase approximating

34.1077 after 21 epochs only.

Figure 7. MSE vs epochs (Morocco) Figure 8. MSE vs epochs (Tunisia)

Best i= 24576 a1 | Bestvanaation Performance is 341077 a

Iean Squared Error (mse]

==

Mean Squared Errar mse)

o s & " -
&1 Epochs 27 Epochs

Source: Matlab R2011a outputs.

Weights that yielded the lowest MSE in the validation phase were
saved and the prediction was carried out. Figure 9 and Figure 10 plot the
predicted prices versus the real ones for both series. It is clear that the most

important errors were in the training phase. However, the network performed
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very well with both the Moroccan index (MSE in test phase: 2.43) and the
Tunisian index (MSE in test phase: 34.10).

Figure 9. Predicted vs real prices (Morocco) Figure 10. Predicted vs real prices (Tunisia)

OufputndTaget

Source: Matlab R2011a outputs.

Figure 11 and Figure 12 display the errors” distribution for both series.
It is clear that most errors are close to zero (indicated by the orange line).
However, prediction errors in the two series seemed to be much more
reasonable approximating by the same way the normal distribution. This is

usually a strong indication that the network is well behaving.

Figure 11. Errors’ distribution (Morocco) Figure 12.Errors’ distribution (Tunisia)

Error Histogram with 20 Bins Error Histogram with 20 Bine

Instances
Instances

Source: Matlab R2011a outputs.

As a conclusion, the best network architecture that could be obtained
from this experiment for Morocco stock price series on the basis of the MSE is
(1-3-1) i.e., one node in the input layer, three nodes in the hidden layer and
one node in the output layer. The neural network model (1-3-1) provided the
best fit to Morocco stock price series. The best network architecture obtained

for Tunisia stock price series on the basis of the MSE is (1-5-1) i.e., one node
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in the input layer, five nodes in the hidden layer and one node in the output
layer. The neural network model (1-5-1) provided the best fit to Tunisia stock

price series.

3.4. Prediction by ARIMA-GARCH model
3.4.1 ARIMA model

The Box- Jenkins procedure (ARIMA) has been applied on the returns
series and the ARIMA (p,d,q) process for both price series has been identified
using AIC. Table 4 indicates that the best-fit model for Morocco is ARIMA
(6,1,15), and that the best-fit model for Tunisia is ARIMA (12,1,12).

Table 4. Estimation results from ARIMA.

ARIMA(6,1,15) for Morocco AR(6) MA(15)
T-statistic 2,707 -1,899
ARIMA(12,1,12) for Tunisia AR(12) MA(12)
T-statistic -2,583 3,078

Source: Eviews 9 outputs.

We have also tested the mean model for an ARCH effect with the ARCH-
LM Test. Table 5 shows ARCH(1)-LM test results. The value of the test statistic
is greater than the critical value from the distribution, the null hypothesis is
rejected. This is a strong indication that there is an ARCH effect in the two

models.
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Table 5. ARCH(1)LM Test Results

Returns ARCH(1)LM Stat P
Morocco 10,600* 0,001
Tunisia 36,864* 0,000

Note: * denotes significant at 5% level.

3.4.2 ARIMA-GARCH model

The GARCH model was used to handle the existence of heteroscedasticity
in the residuals. The suggested model was a hybridized ARIMA-GARCH.
Table 6 shows the best-fit ARIMA-GARCH model. The best-fit model for
Morocco is ARIMA-GARCH(6,1,15)(1,1), and the best-fit for Tunisia is
ARIMA-GARCH(12,1,12)(1,1). From the conducted analysis in the estimation
stage, both models have shown significance at the 5% level.

Table 6. Estimation Results from ARIMA-GARCH.

ARIMA-GARCH (6,1,15)(1,1) for Morocco

AR(6)  MA(15) C ARCH(1) GARCH(1)
Z-Statistic 2,51 22,24 3,42 3,94 9,37
Coefficient 0,09 -0,08 1,15E-05 0,10 0,69

ARIMA-GARCH (12,1,12)(1,1) for Tunisia

AR(12)  MA(12) C ARCH(1) GARCH(1)
Z-Statistic 4,91 -5,69 6,87 8,33 25,66
Coefficient 0,66 -0,70 1,27E-05 0,16 0,71

Source: Eviews 9 outputs.

Figure 13 and figure 14 present the real versus the predicted values for
both Tunisia and Morocco using the previously specified ARIMA-GARCH
models. For Tunisia, the MSE was equal to 59.37 and for Morocco the MSE
was equal to 4.15.
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Figurel3. Predicted vs real prices (Morocco) Figurel4. Predicted vs real prices (Tunisia)
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Source: Eviews 9 outputs.

3.5. Comparison of Neural Networks model and ARIMA-GARCH

model

The present study uses the mean squared errors in order to compare
between the applied models. Table 7 clearly shows that the multilayer
perceptron had a higher predictive ability compared to ARIMA-GARCH. The
former was able to produce an MSE equal to 2.43 for Morocco and 34.10 for
Tunisia while the latter was only able to produce an MSE equal to 4.15 for

Morocco and 59.37 for Tunisia.

Table 7. MSE results for MLP and ARIMA-GARCH

Models Morocco Tunisia
MLP 2,43 34,10
ARIMA-GARCH 4,15 59,37

Source: Eviews 9 & Matlab R2011a outputs.
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4. Summary and Conclusion

The present study has tried to compare the predictive ability of both the
multilayer perceptron and the ARIMA-GARCH model when applied to
financial time series and precisely to the stock indices of both Tunisia and
Morocco. Results have clearly suggested that the multilayer perceptron with
Back-propagation algorithm was able to outperform the ARIMA-GARCH

model in terms of MSE. This was the case for both Tunisia and Morocco.

These results are in line with the findings of (Darrat & Zhong, 2000),
(Derbal, 2014), (Charef & Ayachi 2016) and many other researchers who found
that artificial neural networks have a superior predictive ability not only
compared to ARIMA and GARCH models but to any other conventional
prediction model. In addition, results from the current paper constitute a
significant added value especially when it comes to comparing the predictive
ability of artificial neural networks and any other kind of hybridization based

on conventional models.

The findings of the present paper have major implications for: (i) the
advancement of science in the field of financial prediction as it has clarified
the debate regarding two recent prediction models, namely artificial neural
networks and ARIMA-GARCH; and (ii) Finance professionals who will be
aware about the most efficient prediction models, which will mainly help

them make more accurate investment decisions.

Finally, the application of the latest prediction models significantly
contributes in making stock markets more efficient. These improvements can
be observed in developed markets but more importantly in emerging

markets. Even stock markets that are still in an embryonic phase like it is the
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case for Algeria will benefit from these advancements as soon as the trading

volume becomes important enough.
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