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Abstract 

This paper deals with the development and application of Monte Carlo simulations to study electron transport in bulk 

GaxIn1-xP  in the zinc blende crystal structure. The simulation model includes three sets of non-parabolic conduction band 

valleys which can be occupied by electrons during high field transport. The effects on electron transport of impurities and 

the relevant phonon scattering mechanisms have been considered. The dependence of the transport properties on the 

material parameters is discussed and also with regard to the temperature, donor concentration. We have introduced and 

examined the effects of alloy concentration of bulk GaxIn1-xP, and how this affects the transport properties, especially the 

average drift velocity, predicted by our Monte-Carlo simulation programs. 

 

Keywords: Monte Carlo method, semiconductor materials, phonon scattering mechanisms, alloys scattering mechanisms, 

GaxIn1-xP 

1. Introduction 

In the development field of new materials, the 

compound semiconductors continue being an area of great 

interest and rapid expansion [1-2]. The advantage of 

alloying is that the alloy properties, such as band gap, can 

be tuned by varying the alloy composition to meet the 

specific requirements of modern device applications [3-4]. 

Indium gallium phosphide (InGaP) is a ternary 

semiconductor composed of InP and GaP. Fig. 1 

illustrates the band gap energy transition from InP to GaP, 

where the black solid line shows direct band gap 

transitions, and the black dashed line describes the indirect 

band gap transition. Band gap energy and lattice constant 

values are between the corresponding values of the binary 

alloys from which it is formed.It is an important alloy for 

the development of lighting emitting devices, photovoltaic 

systems, high-power and high-frequency electronics, due to 

the capacity to control the band gap, which varies 

according to the indium concentration in a range of 

energies from 2.26 eV to 1.27 eV [1-5]. Especially the 

Ga0.5In0.5P is an alloy of significant importance because it 

can be lattice matched to GaAs. L’InGaP is used mainly in 

high electron mobility transistor (HEMT) and 

heterojunction bipolar transistors (HBT) and it has 

attracted many attentions in high speed and power 

applications due to the superior transport properties [6], it 

is also used for the fabrication of high efficiency solar cell  

used for space applications and, in combination with 

Alumimium (AlInGaP alloy) to make high brightness laser 

emission diode    with orange-red, orange, yellow, and 

green colors. Ga0.5In0.5P is used as the high energy junction 

on double and triple junction photovoltaic cells grown on 

GaAs [7].  Growth of GaInP by epitaxy can be 

complicated by the tendency of GaInP to grow as an 

ordered material, rather than a trulyrandom alloy [8]. The 

variation of composition for InXGa1-XP has a marked 

influence on the splitting of reduction of its energy gap as 

well as on the splitting of its valence and conduction bands 

[9]. 

Fig.1. Band gap energy and corresponding wavelength 

versus lattice constant of GaxIn1-xP at 300K [19]. 
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For the purposes of this analysis of the steady-state 

electron transport within InP, GaP and GaxIn1-xP. We 

ployan single semi-classical three-valley Monte Carlo 

simulation approach. The scattering mechanisms 

considered are: ionized impurity, polar optical phonon, 

piezoelectric, acoustic deformation potential and 

Intervalley scattering. To simulate electron transport in 

alloys it is necessary to include alloy scattering in the 

transport model. The alloy scattering is in addition to the 

scattering mechanisms present in elements and 

compounds which do not have this chemical disorder. In 

this model the alloy disorder is considered to be produced 

by a set of short range scatterers [10-11].  If the A and B 

atoms are arranged randomly without any correlation the 

alloy scattering rate, 𝑊𝑎𝑙𝑙  is [10-11-12-13]: 

 

𝑊𝑎𝑙𝑙  𝜀 =
3. 𝜋3

8. ℏ
. 𝑉0𝑈𝑎𝑙𝑙

2 . 𝑥 1 − 𝑥 . 𝑁 𝜀  
 

Where 𝑉0  is the volume of the primitive cell, 𝑈𝑎𝑙𝑙 is 

random alloy potential, 𝑥is Al mole fraction and 𝑁 𝜀 ) is 

the density of states. Different interpretations for the 

choice of the random alloy potential have been given in 

the past. Littlejohn et al. [14] have used the conduction 

band offset to represent the random scattering potential, 

whilst another is to use the differences in their electron 

affinities [10-11].  Other workers have fitted values to 

experimental transport data to obtain a value of 0.42e V 

[15-16]. Chin et al. [17] have determined the random 

potential from band gap bowing parameters and applying 

Phillips’ theory of electro negativity differences [18]. 

Because of the large number of alloys available, each with 

a continuous range of compositions, the band structure 

and related parameters are generally not available from 

experiment.  Interpolation between the end point binary 

materials is normally used to obtain band structure and 

scattering parameters [10-11-15-20-21].   

 

The values of most interest are the conduction band 

valley separations and their effective masses.  We have 

used linear interpolation for these parameters. Indium 

gallium phosphide (InGaP) is a semiconductor composed 

of indium, gallium and phosphorus. Alloy scattering for 

GaxIn1-xP are simulated using alloy potentials expressed as 

and where:      

 

∆𝑈2 = 𝑥 1 − 𝑥  𝜀𝑔𝐼𝑛𝑃 − 𝜀𝑔𝐺𝑎𝑃  
2
 

 

𝜀𝑔𝐼𝑛𝑃 , 𝜀𝑔𝐺𝑎𝑃 are the band gaps for InP and GaP, 

respectively. For our simulations, the crystal temperature is 

set to 300 K and the doping concentration is set to 10
17

cm
-3

 

for all cases. The influence of holes in the valence band is 

completely neglected. The conduction band is 

approximated by the Γ valley centered at (0,0,0), four 

equivalent L valleys along (1,1,1) and three equivalent X 

valleys along  (1,0,0). 

 

 

2. Material parameter 

For a ternary alloy 𝐴𝑥𝐵1−𝑥𝑁 the dependence of a 

parameter 𝑦on the mole fraction 𝑥is usually approximated 

as: 

 

𝑦𝐴𝑥𝐵1−𝑥𝑁
= 𝑥. 𝑦𝐴𝑁 +  1 − 𝑥 𝑦𝐵𝑁 − 𝑏. 𝑥 1 − 𝑥  

 

Where the deviation from linear behavior is considered 

using the bowing factor 𝑏.The band gap is one of the most 

important semiconductor parameters. The Varshni 

equation has been used until now to describe the band gap 

dependence on the temperature for almost all the III–V 

semiconductors [22]. The band gap of InP, GaP [23] and 

In0.5Ga0.5P [24] can be given by: 

 

𝐸𝑔 𝑇 = 1,421 − 4,9. 10−4
𝑇2

𝑇 + 327
 

𝐸𝑔 𝑇 = 2,34 − 6,2. 10−4
𝑇2

𝑇 + 460
 

𝐸𝑔 𝑇 = 1,937 − 6,12. 10−4
𝑇2

𝑇 + 204
 

 

The band gap is then calculated depending on the material 

composition. This is important to assure consistency 

between the values for alloy materials at x=0 and x=1 and 

the values for the respective basic materials. In Fig. 2 the 

material composition dependence of the Γ, L, and X band 

gaps in GaxIn1-xP  at 300 K is shown. Energy separations 

between Γ, L and X conduction band minima and top of 

the valence band: 

 

At 10 K [25] 

 

𝐸𝑔
Γ = 1,418 + 0,77𝑥 + 0,648𝑥2 

𝐸𝑔
X = 2,369 − 0,152𝑥 + 0,147𝑥2 

 

At 77 K [26] 

 

𝐸𝑔
Γ = 1,405 + 0,702𝑥 + 0,764𝑥2 

𝐸𝑔
X = 2,248 + 0,072𝑥 

 

At 300 K [26, 27] 

 

𝐸𝑔
Γ = 1,349 + 0,668𝑥 + 0,76𝑥2 

𝐸𝑔
X = 1,85 − 0,06𝑥 + 0,71𝑥2 

 

Energy gap for direct gap composition (𝟎 < 𝑥 ≤ 0,63) at 

300 K: 

𝐸𝑔 = 1,34 + 0,69𝑥 + 0,48𝑥2 
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For materials where the band gap changes between direct 

and indirect the relative electron mass of the lowest band is 

considered. Then a quadratic interpolation of the masses 

is used as a function of the material composition of an 

alloy GaxIn1-xP[28-29]:  

 

𝑚Γ
∗ = 0.17 − 0.172𝑥 + 0.084𝑥2 

𝑚L
∗ = 0,63 + 0.13𝑥 

𝑚X
∗ = 0,667 + 0.13𝑥 

 

For materials where the band gap changes between direct 

and indirect the relative electron mass of the lowest band is 

considered. Then a quadratic interpolation of the masses 

is used as a function of the material composition of an 

alloy GaxIn1-xP[28-29]:  

 

𝑚Γ
∗ = 0.17 − 0.172𝑥 + 0.084𝑥2 

𝑚L
∗ = 0,63 + 0.13𝑥 

𝑚X
∗ = 0,667 + 0.13𝑥 

 

For the case of InP, it is found that 𝑚Γ = 0.082, and  

𝑚X = 0.418, while for the case of GaP, it is found that 

𝑚Γ = 0.15, and 𝑚X = 0.5. The dielectric constant or 

relative permittivity 𝜺𝒓 is one of the basic properties of 

semiconductor. The permittivity’s of alloy materials GaxIn1-

xP are interpolated from the values of the basic materials as 

a linear function of x [28]:  

 

𝜀0 = 1.29𝑥 + 11.11 
𝜀∞ =  0.44𝑥 + 9.113 

 

The values of the mass densities of the basic materials are 

well-known, and are used to model the values for alloy 

materials. A linear change between the values of basic 

materials is used [28]:  

 

𝜌 =  0.652𝑥 + 4.14 . 103  
 

The lattice constant of a ternary alloy GaxIn1 -xP can be 

expressed as a linear combination of the lattice constants 

of the two forming binary alloys [28]: 

 

𝑎 = 5.4505 − 0.4182𝑥 

3. Results 

Fig. 3 shows the electron drift velocity versus the 

electric field simulated for the bulk InP. We note that 

initially the electron drift velocity monotonically increases 

with the applied electric field strength, reaching a 

maximum of about 2.5×10
7

 cm.s
-1

when the applied electric 

field strength is around 10 kV/cm.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For applied electric fields strengths in excess of ≈10 

kV/cm, the electron drift velocity decreases in response to 

further increases in the applied electric field strength, i.e., a 

region of negative differential mobility is observed, the 

electron drift velocity eventually saturating at about 1×10
7

 

cm.s
-1  

for sufficiently high applied electric field strengths. 

 

 

 

 

 

 

 

 

Fig.2: Material composition dependence of the Γ, L, 

and X-band gaps GaxIn1-xP  at 10 K[25]. 

. 

 

Fig.3: Material composition dependence of the Γ, L, 

and X-band gaps GaxIn1-xP  at 300 K[27]. 

. 

 

Fig. 3: The velocity-field characteristic 

associated with bulk InP. 
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Fig. 4: Mobility of electrons as a function of the electric 

field in the InP 

 

If we examine the average electron energy as a function of 

the applied electric field strength, shown in Fig. 5, we see 

that there is a sudden increase at around 6 kV/cm; this 

result was obtained from the same steady-state InP Monte 

Carlo simulation of electron transport as that used to 

determine Fig. 5. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In order to understand why this increase occurs, we note 

that the dominant energy loss mechanism for many of the 

III–V compound semiconductors, including bulk InP, is 

polar optical phonon scattering. When the applied electric 

field strength is less than 6 kV/cm, all of the energy that 

the electrons gain from the applied electric field is lost 

through polar optical phonon scattering.The other 

scattering mechanisms, i.e., ionized impurity scattering, 

piezoelectric scattering, and acoustic deformation potential 

scattering, do not remove energy from the electron 

ensemble, i.e., they are elastic scattering mechanisms. 

Beyond certain critical applied electric field strength, 

however, the polar optical phonon scattering mechanism 

can no longer remove all of the energy gained from the 

applied electric field. Other scattering mechanisms must 

start to play a role if the electron ensemble is to remain in 

equilibrium. The average electron energy increases until 

inter-valley scattering begins and an energy balance is re-

established.  

 

InFig.  6, we also plot the fractional electron occupancy 

of the central conduction band valley as a function of the 

applied field for zinc blend InP at 300 K, these results 

being from Monte Carlo simulations of electron transport 

in this material. We see that intervalley transitions, as 

indicated by a decrease in the occupancy of the central 

valley, do indeed begin in the neighborhood of  10 kV/cm.  

As the applied electric field is increased, the average 

electron energy increases until a substantial fraction of the 

electrons have acquired enough energy in order to transfer 

into the upper valleys. As the effective mass of the 

electrons in the upper valleys is greater than that in the 

lowest valley, the electrons in the upper valleys will be 

slower. As more electrons transfer to the upper valleys, the 

electron drift velocity decreases. This accounts for the 

negative differential mobility observed in the velocity–field 

characteristic depicted in Fig. 4. 

 

In Fig. 7, the simulated electron drift velocity is plotted 

as function of applied electric field in Zinc blend GaP, 

these results being obtained from Monte Carlo simulations 

of electron transport at 300 K and electron concentration 

is equal to 10
14𝑐𝑚−3

. Gallium Phosphide “GaP” has an 

indirect band gap and at lower electric fields, so electrons 

occupied X satellite valley at first; so it is expected that its 

velocity-field curves does not have a peak. At higher 

electric field, inter-valley optical phonon emission 

dominates causing the drift velocity to saturate at around 

0.8 × 10
7

 cm.s
-1

.  

 

In Fig.  8, we also plot the average energy of electrons 

in Zinc blend GaP as a function of the applied field.  It is 

clearly see that energy curves demonstrate a higher 

monotonic increasing with increasing of external field at 

first. This increase in the average energy continues until 

the intervalley energy separation is achieved, at which 

point many of the electrons will have transferred from the 

central valley to the upper valleys.  

 

Fig.5: The average electron energy as a function 

of the applied electric field for bulk InP. 

 

Fig.6: The valley occupancy as a function of the 

applied electric field for the case of bulk InP. 

. 
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The valley occupancies for the X, Γ and L valleys as a 

function of the applied field for Zinc blend GaP at 300 K 

are illustrated in Fig. 9.We see that intervalley transitions, 

as indicated by a decrease in the occupancy of the central 

valley X.  As the applied electric field is increased, the 

average electron energy increases until a substantial 

fraction of the electrons have acquired enough energy in 

order to transfer into the upper valleys L and Γ. As the 

effective mass of the electrons in the upper valleys is 

greater than that in the lowest valley, the electrons in the 

upper valleys will be slower. As more electrons transfer to 

the upper valleys, the electron drift velocity decreases. 

The drift velocity is plotted in Fig. 10 function of applied 

electric field in InP and GaP with temperature as a 

parameter. For the calculations a fixed doping 

concentration of 1 x 10
17

 cm
-3

 was used. It is well known 

that temperature plays a decisive role in influencing the 

velocity-field characteristics of semiconductors occur.We 

note that the form of the velocity-field characteristic 

changes substantially as the temperature is increased. In 

particular, the peak drift velocity and the saturation drift 

velocity are found to decrease substantially with increased 

temperatures.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.8: The average electron energy as a function of the 

applied electric field for bulk GaP 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is interesting to note that the low field mobility increases 

as the temperature is lowered, whereas, the saturation 

velocity shows a less pronounced temperature 

dependence. This can be explained by noting that under 

low field conditions, scattering is dominated by acoustic 

phonons, ionized impurity, and polar optical phonon 

absorption which are all suppressed at lower temperatures 

leading to the improvement in mobility.At low fields for 

temperatures up to 300 K the hump in the velocity field 

characteristics is due to impurity scattering. At elevated 

temperatures the hump disappears due to the dominance 

of polar optical phonon scattering along with a drastic 

reduction in impurity scattering. the peak drift velocity 

decreases from about 2.76 x 10 
7 

cm.s
-1

cm s
-1

 at 77 K to 

about 2.10 x10
7 

cm s
-1

 at 500 K  for InP  and 0.9x10
7 

cm.s
-1

at  

77 K  to about      0.6 x10
7 

cm.s-
1

at 500 K forGaP.  

Fig. 10: Electron steady-state drift velocity in bulk InP and 

GaP as a function of applied electric field at various lattice 

 
Fig. 7: The velocity-field characteristic 

associated with bulk GaP. 

 

 
Fig.9: The valley occupancy as a function of the 

applied electric field for the case of bulk GaP. 

. 
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temperatures Fig.11 shows the variation of the steady-state 

drift velocity as a function of the applied electric field for 

three different ionized impurity concentrations at room 

temperature for InP and GaP. The influence of doping 

becomes particularly noticeable for doping concentrations 

1 x10
18

 cm
-3

; the peak drift velocity decreasing markedly 

with further doping.  the position of the peak velocity 

moves and decreases from about 2.5 x 10
7

 cm s-
1

 at 1 x 10
14

 

cm
-3

 to about 1.72X 10
7

 cm s
-1

 at 1 x 10
18

 cm
-3 

for InP  and 

0.76x 10
7

 cm s-
1

 at 1 x 10
14

 cm
-3

 to about 0.63x 10
7

 cm s
-1

 at 

1 x 10
18

 cm
-3 

for GaP. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12: The velocity-field characteristic associated with 

bulk GaxIn1-xP. 

 

The steady-state electron velocity-field for GaxIn1-xP 

doped to 10
l6

 cm-3, at 300 K is presented in Fig. 12.  

 

The dependence of the velocity-field relationship on 

increasing Ga mole fraction in GaxIn1-xP arises mainly from 

increases in the band-gap, the separation and the effective 

mass. The increasing electron effective mass, in the central 

valley, with increasing Ga mole fraction results in 

decreasing low field mobility. With increasing Ga mole 

fraction the valley separation increases with a consequent 

increase in the critical electric field, defined as the electric 

field where the velocity peaks. The increase in separation 

with increasing Ga mole fraction also results in a reduction 

in the intervalley scattering rate with a consequent decrease 

in the population in the upper valley and higher drift 

velocity at high fields. Especially under low fields, The 

steady-state electron velocity in AlxGa1-x,As  is significantly 

degraded when x  is increased to 0.3. Therefore, steady-

state electron velocity in Ga0.51In0.49P is higher than that of 

Al0.3Ga0.7As under moderately high field strengths. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The effects of different values of ∆U on the transport of 

electrons in bulk GaxIn1-xP using the single particle Monte-

Carlo program have been compared.  The results of the 

transport simulations are shown in Fig. 13. The general 

trend in the velocity-field curves is a reduction of the drift 

velocity with increased alloy scattering potential.  This is 

expected as an increase in alloy potential increases the 

total scattering rate and decreases the electron free flight 

time. so, if the alloy potential is  increased, a  larger  field  

is  needed to  achieve a  given level  of L valley population. 

This can also be explained by the reduction of the time 

between collisions. As the free flight time falls the energy 

gained in this time decreases, and so a higher field is 

needed for the electron to attain the energy at which 

scattering to the L valleys becomes possible.  A direct 

consequence of this is that the electron population in the Γ 

valley at any given field increases with alloy scattering 

strength and results in the shift of the peak velocity to 

higher fields seen in Fig. 13. If  we compare  the  transport  

 

Fig. 11: Electron steady-state drift velocity in 

bulk InP and GaP as a function of applied 

electric field at various donor concentration. 

 

Fig. 13: Electron drift velocity versus electric field for 

different alloy scattering potentials in bulk GaxIn1-xP. 
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results  for  GaP with those  for GaxIn1-xP with ∆U = 0 eV, 

we see  the  effect  due to  the  changes in band structure 

and material parameters from alloying alone.  As expected, 

the alloy has a greater low field mobility and higher peak 

velocity which is in turn because it  has a lower  Γ valley 

effective mass and a larger ΔΓ𝐿  The alloy also has a lower 

saturation velocity due to its larger satellite valley effective 

masses.   

 

Conclusions: 

 

In conclusion, we have presented low-field electron 

transport properties of GaxIn1-xP. Under moderately high 

field strengths, average electron velocity in GaxIn1-xP has 

been found to be higher than that of AlxGa1-xAs  at the most 

widely used AI mole fraction of 0.3.In this paper we have 

introduced and examined the effects of alloy concentration 

of bulk GaxIn1-xP, and how this affects the transport 

properties, especially the average drift velocity, predicted 

by our Monte-Carlo simulation programs. We found that, 

for  x = 0.5, the alloy scattering potential Δ𝑈  had an 

important effect on the carrier velocity, as Δ𝑈  increased  

the scattering rate increased and the carrier velocity was 

reduced.  However, for the most of the range of Δ𝑈 

considered and especially' the value fitted to experimental 

results Δ𝑈 = 0.42 we found a higher low field mobility and 

increased peak velocity over that for GaP, due to the 

smaller Γ valley effective mass and larger ΔEΓL in the alloy. 

We have found that (with Δ𝑈 = 0.42) increasing Gallium 

concentration: 

 Generally improved low field mobility, due to the 

smaller Γ valley effective mass,  

 Increased the peak velocity, because of the larger 

value of ΔEΓL ,  

 Reduced the saturation velocity, which we 

attributed to the larger satellite valley effective 

masses.  
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