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Abstract 

With the emergence of Pre-trained Language Models (PLMs) and the success of large scale, the field of Natural Language 

Processing (NLP) has achieved tremendous development such as Sentiment analysis (SA) that is one of the fast-growing 

research tasks in NLP. This paper describes the system that our team submitted to the CERIST NLP Challenge 2022 for 

task 1.b. The purpose of this task is to identify the sentiment polarity of the CERIST NLP Challenge 2022 datasets in 

English and Arabic languages comments collected from twitter. Our approach is based on a PL Model called XLM-T, and 

uses the Oversampling technique to solve the sentiment analysis problem of multilingualism in twitter. Experimental 

results confirm that this state-of-the-art model is robust achieving accuracy of 85%. 
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1. Introduction 

The development of web sector and the emergence of social media attracted more people due to its 

interactive nature. Hence, a massive amount of data was created during the last sixteen years. Social media 
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data and website comments contain significant information about people’s opinions on a specific topic. Thus, 

it is necessary to take the benefit of this thesaurus information. Opinion Mining is a process of automatic 

extraction of knowledge from the opinion of others about a particular topic or problem Padmaja et al., 2013. 

According to Liu et Zang, 2012, Sentiment Analysis is defined as ‘‘the field of study that analyzes people’s 

opinions, sentiments, evaluations, appraisals, attitudes and emotions concerning entities such as products, 

services, organizations, individuals, issues, events, topics, along with their attributes’’. SA is classified into 

three distinct levels, specifically document, sentence and aspect levels based on specific classes such as 

positive, negative, or neutral Birjali et al., 2021. 

A large number of tools and approaches, in the literature, are utilized to conduct the SA task. Most of them 

are designed to manage SA in English which is the science language Alotaibi, 2015. Arabic language has 

received less efforts compared with other languages Tsarfaty et Goldberg 2010 however, hundreds of studies 

have been proposed for ASA. Since its introduction since a decade, ASA has become one of the most popular 

forms of information extraction from the reviews. These reviews contributed in many benefits, such as 

showing the product brand or service valuable insights Khasawneh et al.; 2013, Mohammed et al., 2016, 

identifying potential product advocates or social media influencers Elouardighi et al., 2017, Kechaou et al., 

2013, and detecting e-mail spam Hammad et al-halees, 2013.Consequently, ASA has been studied in various 

contexts, and a large number of studies has been published on the topic.  

In this competition we focused on developing a solution for CERIST NLP Challenge 2022 sentiment 

analysis task1.b, we used a multilingual pre-trained language model called XLM-T Barbieri et al., 2022, 

before the training process we pre-processed the dataset and we used the Oversampling technique YAp et al., 

2013 in order to improve the models performance. The rest of this paper is organized as follows. Section 2 

introduces transformers-based Arabic sentiment analysis. Section 3 describes our methodology. Section 4 

presents the experimental results. Finally, our conclusion is presented in Section 5. 

2. Transformers-based Arabic sentiment analysis 

There has been a lot of work on sentiment analysis. However, most of it is focused on English as it is the 

most widely used language. However Arabic language is also a widely spoken Semitic language and is an 

official language in 28 countries with around 400 million native speakers Darwish et Magdi, 2014.  

At present, the study of multilingualism has become a new upsurge, and some related tasks organized 

recently have attracted a large number of researchers including Arabic language which has become a very 

interesting and challenging topic for researchers with its various topics and tasks NAssif et al., 2022. In 

addition to hate speech detection and spam detection, there are many important and related tasks to begin with 

such as Arabic sentiment analysis (ASA). 

Given the effectiveness of transformer-based models, there have been various transformer models used in 

Arabic sentiment analysis. The widely utilized models are Multilingual BERT, AraBERT, and MARBERT 

Alamary, 2022. The author in Abuzayed et Al-khalifa, 2021 addressed sarcasm and sentiment detection using 

six BERT-based models including: MARBERT, QARiB, AraBERTv02, GigaBERTv3, Arabic BERT, and 

mBERT. MARBERT achieved promising results for both tasks. Authors in Alduailej et Alothaim, 2022 

proposed AraXLNet, with Farasa segmenter and they have achieved good results in sentiment analysis task 

for Arabic using multiple benchmark datasets. 

Authors in Barbieri et al., 2022 consisting of an XLM-RoBERTa introduced XLM-T, a model to train and 

evaluate multilingual language models for sentiment analysis in Twitter with eight different 

languages including English and Arabic, they compared the Twitter-based multilingual language model with a 

standard multilingual language model trained on general-domain corpora and find out that a single 

multilingual model is often more practical and versatile.  
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3. Methodology 

3.1 Dataset 

In order to run our experiments, we used the provided datasets in two languages (Arabic and English) by 

the organizer, the data mainly comes from twitter comments. The Arabic dataset contains a training set of 

3,355 Arabic tweets and test set of 6,100 Arabic tweets divided into three targets either “Positive 22.1%”, 

“Neutral 43.8%” or “Negative 34%”.While the English dataset contains a training set of 16,173 English 

tweets and test of 12,284 English tweets divided into three targets either “Positive 42.7%”, “Neutral 42.6%” 

or “Negative 14.8%”. 

3.2 Data preprocessing 

 In this section we employed three steps just to prepare the organizer datasets to our experiments model.   

3.2.1 Data cleaning 

 In this step we cleaned the dataset by removing unwanted special characters and transform the targets type 
from words to integers (“Positive’’ to 2, “Negative” to 0 and ‘Neutral’ to 1). 

3.2.2 Dataset sampling 

The class imbalance problem has been reported as a major obstacle to the induction of a good classifier in 

Machine Learning algorithms Batista et al., 2004. Since the organizer datasets is not balanced over the targets 

we used the Oversampling technique in order to improve the model performance. First, we need to determine 

the distribution of two classes (e.g. ‘Positive’, Negative or ’Neutral’) before we proceed to balance out the 

data. Last, replicate the minority classes to achieve equal distribution with the majority class YAp et al., 2013. 

To proceed in our experiment, we merge both training set of the English and Arabic dataset, and randomly 

shuffled their order. Finally, we get a new training dataset of 25,122 tweets of English and Arabic languages. 

3.2.3 Tokenization 

 This step consists of preparing the organizer datasets as input for our experimental model by splitting the 

input text into tokens and designated them as the input_ids. These ids were padded to a fixed length to avoid 

variations per row. 

3.3  Fine-tuning XLM-RoBERTa twitter based sentiment analysis 

For our experiments we fine-tune XLM-T model Barbieri et al., 2022, which is available in the 

HuggingFace repository
11

 as cardiffnlp/twitter-xlm-roberta-base-sentiment. XLM-T was trained on a corpus 

of 198M sentiment analysis tweets in eight different languages including English and Arabic. This model was 

chosen to conduct our experiments based on its ability to perform NLP tasks for multilingual text based on the 

reviewed literature work. 

                                                           
11 https://huggingface.co/ 
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4. Experiments 

4.1 Experiments setting 

Our Experiments were carried out using Google Colab’s GPU hardware accelerator platform. The 

extracted features for the training set were fed to the input of the tuned models. The batch size and learning 

rate were set to 32 and 2e-5, respectively. The models were optimized using the ADAMW optimizer. The 

models were trained for five epochs. 

4.2 Performance evaluation 

The experimental results that are obtained upon training the model on the given dataset are discussed and a 

comparison with the above-mentioned models is made. The models were then compared with and without 

using the Over sampling technique on the basis of Accuracy and F1 score on Table1. 

Table 1.Experimental results of XLM-T and six other pre-trained transformer models. 

4.3 Discussion 

Based on the experiment results, Table1 shows that the XLM-T model achieved the highest performance 

on the organizer datasets when compared to the other transformers, this is because the model was originally 

trained on millions of tweets in over thirty languages including Arabic and English languages. Taking the 

imbalance of the organizer datasets problem as consideration, the Oversampling technique helped the models 

to improve the performance and obtain better results making the dataset more suitable. We also can conclude 

that the results highlight the potential of the domain-specific language model, as more suited to handle social 

media and specifically multilingual SA. 

For the final submission, our technique based on the test data shows an F1-Score of 0.65186 and accuracy 

of 0.65180 for the Arabic dataset and an F1-Score of 0.6656 and accuracy of 0.6632 for the English dataset. 

 Without oversampling Using oversampling 

Model Accuracy (%) F1-score (%) Accuracy (%) F1-score (%) 

BERT 69.94 68.56 82.17 81.92 

mBERT 69.51 68.18 83.18 82.98 

Giga BERT-v4 73.04 72.38 84.96 84.83 

ROBERTA 71.17 69.40 80.70 80.41 

XLM-ROBERTA 72.73 71.64 83.64 83.37 

XLNET 68.69 67.05 78.59 78.15 

XLM-T 74.60 74.10 85.93 85.71 
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5. Conclusion 

   This paper introduces our approach for participating in the CERIST NLP Challenge task 1.b, aiming to 

identify the sentiment polarity of the organizers datasets annotated in English and Arabic languages collected 

from Twitter. We used in our system the Oversampling technique as a part of data pre-processing and a pre-

training model based on XLM-T for classification. Our results demonstrate that multilingual domain-specific 

language models with the mentioned technique were able to achieve excellent performance for the sentiment 

analysis task on accuracy of 85.93%.  
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