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Abstract. The predictive control is born of a real need i ithdustry. A need for systems capable of regugatin
higher performance than conventional controllertDfP while respecting the constraints of operatiamd
producing even higher.

Many predictive control algorithms have been depetb and their differences are based on the types of
prediction model used to represent the processydise and the performance function to be minimized
In this paper the generalized predictive contrdP(} is used on the induction machine for speedrabrithe
philosophy of this command is based on four magagreproducing the basic decision-making mechangm
human behavior: Creating an anticipatory effectelploiting the path to follow in the future defioih of a
numerical model prediction, minimizating of a quailr criterion with finite horizon. We present this paper
a comparative study between two control stratefjyelectrical machines for controlling the spebue
comparison is based on several criteria includétatic and dynamic performance, structure and impigation
complexity, Also, we present in this study the ateges and disadvantages of each control schemégtt is
the one that better meets the requirements.

Keywords:. Induction Motor, Predictive control, synthesis of Pl regulator, Space vector modulation (SVM).

1. Introduction

Predictive control is a technique of advanced @b@tntomation [1]. It aims to control complex
industrial systems [2]. The principle of this teitque is to use a dynamic model of the processénsid
the controller in real time to anticipate the fetlnehavior of the process [3,4].

Predictive control is different from other conttethniques that must be solved online [5]. It is to
be optimized, based on inputs/outputs of a systdritch predict the future behavior of the system
under consideration [4]. The prediction is maderfian internal model of the system on a finite
interval of time called the prediction horizon [B,7

The solution of the optimization problem is a cohtrector; the first input of the optimal sequence
is injected into the system. The problem is solagdin on the next time interval using the dataesgst
updates [7,8].

This control strategy has shown its efficiencyxittdity and success in industrial applications,
even for systems with low sampling period [2,9]eTdpplication of predictive control in the field of
digital controls gave good results in terms of spaed accuracy.

el
(<]
>
j
<]
(%]
(]
pul
(%]
i)
45
oo
=
<
=
(%]
oc
<
-
<
—
o
(o]
©

! Corresponding author.
E-mail: djaghdalil @yahoo.fr
Address: BP 1718 RP M'sila 28000 Algérie

107



© 2014 JARST. All rightsreserved

Djaghdali L. et al., Journal of Advanced Research in Science and Technology, 2014, 1(2), 107-119.

In this paper we present the philosophy of theqgipie and the interests of predictive control; we
applied this command on the induction machine faresl control (Fig. 3), where the torque and flux
are regulated by a PI controller. The control \gdts can be generated by Pl and imposed by SVM
technique In addition the estimate of the torqud #ux are based on the model of the machine
voltage. The simulation results are obtained bpaidilatlab/Simulink, compared with those obtained
by the PI, show high dynamic performance.

2. Modd of the Induction Machine

Among the various types of models used to repraseninduction machine, there is one that uses
each of the stator currents, stator flux, and s@eestate variables and voltages«(Wsy) as control
variables. This model is presented in referenceqjdrelated to the rotating field. This model is
expressed by the following system of equationsi[1]0,

( Vas = R Las + 525 = . Py

4 Vas = Ry Igs + 2+ . Dy "
| Var =0 = Ry Igy + 2% — (5 — pQ). Oy

Wor = 0 = Ry Iy + S 4 (w0, — pQ). by

In addition to these components of the stator #nd rotor are expressed by:

Bps = Ly Dgs + Lyg. Iy
(pdT‘ = LT'IdT' + Lm'IdS
By = Ly Ly + Ly I

(pds = LS'IdS + Lm'ldr
)

Moreover, the mechanical equation of the machimgvisn by:
JSHfQ=T, -1, 3)

The electromagnetic torque equation can be expitésderms of stator currents and stator flux as
follows:

T, = p. (Pgs- Iqs - (pqs-lds) (4)

Where :(lys,145) s(VasiVas) i{( Pas,Pys)i( Par,Pyr) are currents, voltages, and stator and rotordkiz
d-q.

(R, R,) : stator and rotor Resistance.
(L, L) : stator and rotor Inductance.
(Lm, p): mutual Inductance and Number of pole pairs

(wg, Q): electrical speed, mechanical rotor speed

3. The Philosophy of Predictive Control
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The philosophy of predictive control model is toolnthe output of the controlled process
determine the command to make it join the set pattording to a predefined path (refere
trajectory) on the output of the process in acaate with (Fig. 1) [67]. It is therefore to determir
the sequence of future control applied to the imfthe process to achieve the rally

In reality, the process model called internal mqatedicts that the evolution of its own outputcsi
the malel adopted is flawed because of misidentificatiergue to non considered disturbances
simplifications to use in redlme [2]. As a result, the output of the procesgliiéerent from the
model.

Future Consign

&
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Trajectory of Predicted ou:put

reference yr ‘H\ '
Future commands
1

Outputy
W

Passed i e 1
Horizon of prediction on the command

L R — -..I---------- -
"

Horizon of prediction on the output

Fig.1 Time evolution of the finite horizon predon

4. The Principle and General Strategy of Predictive Control

The basic principle of predictive control is takaeto account, at the current time, and of the
behavior, through explicit use of a numerical moafethe system in order to predict thutput on a
finite horizon on the future, [4PDne of the advantages of predictive methods ligkérfact that for .
precalculated set on a horizon, it is possible xplait the information of predefined trajector
located in the future, given that aim is to match the output of system with this @eta finite
horizon.

In general, the predictive control law is obtairfien the following methodolog

1-Predict future process outputs in the predictionzoo is defined by using the prediction moc
These outputs dependamt the output valueof the input process known as control up to tir[7].

2-Determine the sequence of control signal, by mining a performance criterion to conduct
process output to an output refere [8].Usually the perfomance criterion to be minimized is
compromise between a quadratic function of therdyetween the predicted output and the de:
future, and the cost of control effort. Moreovdie minimization of such a function can be subje:
state constraistand more generally to constraints on the ¢

3-The control signal u (t) is sent to the procesdewtie other control signals are ignored at timé i
we acquire the actual outpuit +1) and again in the beginning,14].

5. Interestsof The Predictive Control

Most industrial regulations are often made withlagdID controllers, with remarkable efficien
and price/performance ratio with which it is difflcto compete. However, this type of controlleed
not cover all the needs and the perforce suffers in a range of applications which we g
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= Difficult process, especially nonlinear, unstedugh pure delay and multivarial [3].

= When performance is tensioned by the user, inctuthigh attenuation of disturbances, follow
error zero traking, minimum response time, which leads to fuorttinder constraints that affect b
the control variables, and the internal variabliethe proces [3,7].

The wealth of predictive control arises from thetfthat it is not only capable of controg simple
processes of the first and second order, but alseplex processes including processes with
delay long enough. Unstable loop process opendwuitthe designer takes special precaution:

During the last years, different predictive coller structures have been develope,8] including
the generalized predictive control (GF

6. Generalized Predictive Control

The generalized predictive control (GPC) of Claj&k is considered as the most popular met
of prediction, especially for dustrial processe This resolution is not repeated; each time thean
optimal control problem: How to get from the current state to a goal of raptly satisfying
constraints”[6]. For this, you must know at each iteration fiystem state is usin¢ numerical tool.
Temporal representation of generalized predictogrol is given in (Fig. 2); where there are colst
u (k) applied to the system for rallying around #& point w (k). Numerical model is obtained k
discretization of the continuotsansfer function of the model which is used taukdte the predicte
output of a finite horizon.
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Predict output j(¥) E

Fig. 2Diagram of the GPC

7. Formulation of the M odel

All predictive control algorithms differ from eadther by the model used to represent the ps
and the cost function to be minimized [9]. The @& model can take different representat
(transfer function by state variables, impulse oesg...), for our formulation, the model
represented as a transfer funct

8. Criterion Optimization

We nrust find the future control sequence to apply th&tesn to reach the desired set poini
following the reference trajectory. To do this, et minimize a cost function which diffe
according to the methods. But generally this fuorctcontains the siared errors between t
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reference trajectory, the predictions of the prigalichorizon and the variation of the control [&]1
This cost function is as follows:

Jepe= ST+ ) -9+ )] +A3 Au(t+j -1 5)
i~ =

With:

(1]
w (t + j): Set point applied at time (t + )).
y(t+ j ): Output predicted time (t + j).
Au(t + j-1): Increment of control at the moment (t4).
Ny : Minimum prediction horizon on the output.
N»: Maximum Prediction Horizon on the output with NA1.
N, : Prediction Horizon on the order.
L. Weighting factor on the order.
Ts The period of sampling.

The criteria expression calls for several comments:
= When there are actually values of the set pointhen future, all of these information are used

between horizons of Nand N so as to converge the predicted output to thipciet.

= There is the incremental aspect of the system hgideringAu in the criteria.
= The coefficient: is used to give more or less weight to the conttdtive to the output, so as to

ensure the convergence when the starting systamrisk of instability [9].

9. Choice of the Parameter s of Control

The definition of the quadratic criterion (I'eg-8howed that the user must set four parameters. The
choice of parameters is difficult because themigmpirical relationship to relate these paramedter
conventional measures automatically.

N;: minimum horizon of prediction is the pure delay system, if the delay is knowmwershould
initialize to 1[6,7].

N,: maximum horizon is chosen so that the productThis limited by the value of the desired
response time. Indeed moving beyond the prediaifotihe response time provides no additional
information. In addition, the more,N& larger; the fixed system is stable and slow][6,

Ny : horizon of control, we should choose equalto 1 and not excedllagalue of two [13].

A: weighting factor of the order, this is the most complicated to set parameter sincgluences
the stability of the closed loop system. Indeed, ig very high, it helps to balance the influence of
the orders in the optimization and thus can geaaatorrection more or less energetic; therefore,

more or less rapid [6,7].
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10.Regulating the Speed of the Induction M achine by Predictive Control

We will regulate the speed of the induction macHiaen the laws of predictive control (Fig. 3).
This figure comprises two loops; one with two intrPI controllers is used to control the torqud an
flux and the other external to regulate the spexsgth on predictive control laws presented above.

The transfer function of the torque-speed drtti@mechanical equation can be represented in the
ongoing plan by the following transfer:

&9 1 6)
T(9) js+f

Block
estimator
of fluxand
the torque

it \ J

Fig. 3 Block diagram the speed control of the IMthg predictive control

11.Synthesis of Speed Regulator

The speed control is an essential need in the indagainst undesirable variations in the loadhis
closed loop, using a corrector type (PI) which comab proportional and integral action (Fig. 4).

il

Fig. 4 Block diagram of the speed control of thehbiyithe PI regulator

The equation in the temporal pattern of this cdioeds given below:

u(t) = Kpe(t) + K; [, e(t)de (7)

Wheree(t) u(t) K, and K;, denote respectively the error at time t, the camingenerated and gains
of the corrector.

The corresponding transfer function is given by:
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PI(s) = Ky + =1 = Kp(1+-) (8)

K

Where ‘s’ is the Laplace operator deriveds K’f : Time-constant.

The (fig.5) shows the block diagram of the speedtrob where the mechanical time constant is
dominant to the electric constant time.

v T,
Tref " 1
Q ‘
ref + P[ . jS+f

Fig.5 Conventional control speed

v
o)

The transfer function in a closed loop is given by:

PI(s)——
TFCL = — 2 (9)

- 1
1+PI(S)']'S—+f

Substituting equation (8) into (9), and after sirfiqgAtion we getl’, = 0.

TFCL = — i — (10)

ES +(_Ki )S+1
To control the closed loop system, it is necesgaphoose the coefficients, and in this case wdhese
method of the imposition of the poles.

The transfer function of a second order systenmecldsop is characterized by:

K
F(s)=—— 11
(S) 1+£—i5+w;n252 ( )

The characteristic equation 5+ i—gs + %sz whereé: the damping coefficient and,: the natural

angular frequency of the system. By identifying tékationship (10) we have the following system:

=? = KL':j(l)nZ

Wn K; p Wn

The Gains of the corrector are obtained to haveirdnmal response time while ensuring the
absence of overshoot. This technique involvestiposgition of values of damping and the pulsation
¢ andwy, to determine th&, and K; coefficients.
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12.Space Vector Pulse Width Modulation

The voltage vectors, produced by -phase PWM inverter, divide the space vector planie $ix
sectors as shown in (Fig. 6).

V,(010) 4B V010

Q
Q

V, (0115

-------------------------

Fig. 6 The diagram of voltage space vec

In every sector, the voltage vector is arbitrarptegsized by basic space voltage vector of the
sides of one sector and zero vectors [12]. For @iufrig.7), in the first sect(V, . is a synthesized

voltage, space vector and its equation is give
VsrefTs = VoTo+ VI +V T, (13)
Ts=To+T +T, (14)

Where, T,, T,and T, is the work time of basic space voltage vectorsV,, V, and V, respectively.

Va(110)

| Tz
W paf ‘/://

. Va(100)

Fig. 7 Projection of the reference voltage ve

The detemination of the amount of timT, and T, given by mere projections i

T T
Vsa ref — T_: |V1| +x T, = ZUZC (\/nga ref — \/EVSﬁ ref) (15)
T 5 . 0 :W,\ TsV2
Vsﬁ ref = Ts V| Sln(g) T, = Uge |sBref
— Vsﬁref
tg(3)
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The rest of the period is in applying the null-ctSwitching duration is calculated for every
sector [12]. The amount of times of the vector iempéntation can all be related to the following
variables:

X =15 (V2 rey)

T

Y = zuic (V6Vsq rer + V2Vsg rer) (16)
T

Z=5 (—V6Vsq ref + V2Visg rer)

The implementation of the durations sector boundary vectors are tabulated as follow:

Table 1. Durations of the sector boundary vectors.

Sector 1 2 3 4 5 6

Ti Z1Y | X Z|-Y]| X

Tre1 X Z|-Y|X]|-Z|Y

The third step is to compute the duty cycles haveet Necessary times:

_ Ts—Ti-Ti4q
Taon = 2

Tbon = aon+ Ti 117
Tcon: Tbon + Ti+1

The last step is to assign the duty cydig () to the motor phase according to the sector.

Table. 2 Assigned duty cycles to the PWM outputs

Sector 1 2 3 4 5 6
Sa Taon | Thon [ Teon | Teon | Thon | Taon
S Toon | Taon | Taon | Toon | Teon | Teon
S Teon | Teon [ Thon | Taon | Taon | Thon

13.Results of Simulation

In the absence of general analytical rules leatlinthe choice of the synthesis parameters of a
predictive control based on the type of processraqdired performance, the implementatowactice
always requires several simulation tests to finatljve at an optimal choice.

To illustrate the performance of the predictive tcoinapplied to the speed control, the machine
was simulated with a reference speed of 100 rdfawa and then applying a nominal load of 20 Nm
att=0.5stot=1s, then the motor is subpktbdea target change speed 100 rd/s to -100rd/s.
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A. Influencehorizon of Prediction N,

N is varied to see its effect on performance. Thieviang figures show the evolution of the output
(speed of induction machine) for different valuédla

150 T T T T T 103 T T T T I
I I I I I | I I I I
100[ e 102 - - - - I e A i A
I I I | I I I I
= [ U E Lo T o Lo 111 ___a1____
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& ob-—-- [ I I D B I I I I I
3 i 1 1 100 \\// | | I
g I I I | I I I I
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I I | | I I | |
100 —— — — [ t speed reality 98- — — — — L i speed reality
: : : : — speed of referenc : : : speed of reference
150 97
0 0.5 1 1.5 2 2.5 3 0.48 0.5 0.52 0.54 0.56 0.58 0.6
Time [s] Time [s]
Fig. 8 Evolution of speed forf&+ 1, N, =1, N,=1,A=0.8
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: : speed reality 1 98—~~~ [ === = (. speed realty
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Fig. 9 Evolution of the speed;¥ 1, N, =2, N,=1,2=0.8
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|
Tithe[s] 2 25 3

Fig. 10 Evolution of speed for;N¢ 1, N, =8, N, =1, =0.8

Discussion of the Results

It is remarkable that a significant increase inphediction horizon (B) results in a slow response
in the system while a too strong decrease resuléslarge overshoot of the set point. Time mounted
increases with a positive variation of &hd decreases with a negative variation of N

B. Influence Weighting Coefficient A

A is varied to see its effect on performance. Tilewang figures show the evolution of the output
(speed of the machine) for deferent valuek: of
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Fig. 11 Evolution of speed foriN1, N, =2, N, =1, A =0.55
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Fig.13 Evolution of speed forN-1, N, =2, N, =1,A=0.9
Discussion of the Results

From the system response for deferent valugéswe see an increase in weighting on the control
() results in a decrease in the response time dytsiem, resulting in a decrease exceeded set point

14.The Speed Control: Comparison of Pl Regulator And Predictive
Control

The simulation results from (Fig.14 and 15), shefficiency of predictive control with respect to
the results obtained, when regulating the speedoohventional Pl controller due to:

= The application of Pl controller requires that thestem is stable in open loop, as long as it
compensates for the dominant pole, unlike the obRiredictive that does not require restrictiors, s
it can be applied on any system.

» The Pl is much easier to implement than prediatimatrol, but the calculation time is less important
compared to predictive control.

= We noted that the major drawback of predictive aans that the performance is greatly influenced
by the choice of the synthesis parameters\d and N, andA therefore, a judicious choice of these
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parameters is necessary before the implementatitimecsimulation algorithm, to meet the desired

performance.
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Fig. 14 Evolution of the speed by PI regulator
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15.Conclusion

Fig. 15 Evolution of the speed by predictive cohtro

In this article we have given a brief philosophye principle of predictive control. This command
is a combination between the prediction of futuebdvior of the process and control feedback.

We applied this command to the speed control®friduction machine, the simulation results
show that predictive control gives very satisfagtoerformance especially in terms of response time
and rejection of external disturbances of the meshsompared to the results obtained by the PI.

Characteristics of the machineused for ssmulation:

parameter symbol Value
Number of pole pairs p 2
Power Pu 3 KW
Line voltage Un 380V
Line current In 6.3A
Nominal frequency f 50Hz
Mechanical rotor speed Nn 1430 tr/mn
Electromagnetic torque Te 20Nm
Stator Resistance Rs 3.36 Q
Rotor Resistance Rr 1.09Q
Stator cyclic inductance Ls 0.256H
Mutual cyclic Inductance L 0.236H
Rotor cyclic inductance Lr 0.256H
Rotor inertia j 4,5.107%2Kg.m
Viscosity coefficient f 6,32.107*N.
m.sec.
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